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Abstract: Let k& be a non-negative integer and ¢ > 1 be a positive integer. Let s,(k) be the sum
of digits of & written in base ¢. In 1940, Bush proved that A (z) = ), . s,(k) is asymptotic
to St log, x. In 1968, Trollope proved an explicit formula for the error term of Ay(n — 1),
labeled by —F(n), where n is a positive integer. In 1975, Delange extended Trollope’s result
to an arbitrary base ¢ by another method and labeled the error term nFq(logq n). When ¢ = 2,
the two formulas of the error term are supposed to be equal, but they look quite different. We
proved directly that those two formulas are equal. More interestingly, Cooper and Kennedy in
1999 applied Trollope’s method to extend —FE»(n) to —E,(n) with a general base ¢, and we also
proved directly that nF,(log,n) and —E,(n) are equal for any q.
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1 Introduction

Let ¢ > 1 be a fixed integer and denote by s,(k) the sum of digits of k& written in base ¢ when &
is a positive integer, i.e.,

Copyright © 2024 by the Authors. This is an Open Access paper distributed under the

terms and conditions of the Creative Commons Attribution 4.0 International License

(CCBY 4.0). https://creativecommons.org/licenses/by/4.0/




=0
m
where k = Z a;q" for some non-negative integer m and 0 < a; < ¢, a,, > 0. Define s,(0) = 0.
i=0

It was L.E. Bush [3] who first showed in 1940 that
-1

rlog, x as x — oo, (D)

Aga) =Y sy(k) ~ &

k<z

In 1948, R. Bellman and H.N. Shapiro [2] proved that when q = 2,

Z so(k) = %x log, © + O(z loglog ). (2)

k<z

Their method was extended to an arbitrary base by C. Gadd and the second author [7] recently
with the same error term, and they also fixed a major error in Bellman and Shapiro’s paper [2],
although the error term was not the best possible one.

In 1949, L. Mirsky [8] proved that

qu(k‘) _ 1 1:rlogqx + O(z), 3)

2
k<z

where O(z) is the best possible error term. Many other authors have also proved (3) using
different methods ( [1], [4], and [9]).

In 1968, J. P. Trollope [10] discovered the following result: Let go(z) be periodic of period
one and defined on [0, 1] by

%x, ifo<z< %
g2(z) = 4)
t(1—az), fi<z<1
and put
fo(x) = Zo 592(221’).
Now, if n = 2™(1 + z), where 0 < x < 1, one has
n—1 1
32<k) = §n10g2 n — Ey(n), (5)
k=0
where
Ey(n) = 2" (2fa(x) + (1 4 x) logy (1 4 x) — 27). (6)

This explicit formula of the error term was derived based on a function ¢ related to a part of an
explicit formula of A,(z), and a continuous extension of ¢. Trollope said that his result could be
generalized for any base ¢, but that the calculations are much more complicated.
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In 1975, H. Delange [6] extended Trollope’s results by a much simpler method that even
works for any base as follows: There exists a function F;, : R — R of period one, which is
continuous and nowhere differentiable, such that

n—1
-1
sq(k) = q 5 nlog,n + nky(log,n) (7)
k=0
forallmn > 1.
In fact,
q— 1 r|—x r—|x|—
Fy(w) = “5= (14 [a] = 2) + ¢ R (777, ®)
where -
.
() = 3 20D ©)
r=0 q
and

o) = [t = ate] = 25+ ) o 10

Delange’s method was based on turning the coefficients of a ¢g-base expansion of an integer
into integrals, followed by evaluating the sum of digital sum functions in terms of those integrals.

Delange even derived a more general formula for the sum of digital sum functions up to a
certain real number x. The formula says, for all real numbers z > 1, we have

-1

qu(n) - 5 vlog, x + vFy(log, n) — he(w) + (1 + [1] — 2)s4([2]). (11)

n<x

As Trollope suggested, Cooper and Kennedy [5], in 1999, extended the error term — Fs(n)

to —E,(n) as follows: Let g,(z) be periodic of period qu1 and on [0, q_%} be equal to the

piecewise linear function connecting the points (q;l_q, (q;;l)“> where a is a nonnegative integer
and 0 < a < q. Let
00 1 i
fol@) =) —g,(d').
im0 1
Now, if n = ¢™(1 + (¢ — 1)), where 0 < z < 1, one has
n—1
q—1
sq(k) = = —nlog,n — Ey(n), (12)
k=0
where
" q—1 (am—1)am,
By(n) =" (fu(2) + 5= (1+ (= D) log, (1+ (4= 1)) = apu(1 =+ (g— 1)) = ==,
(13)
with .
n= a4 = amg" + npm-1. (14)

i=0

In Section 2, we will show that — Ey(n) = nFy(log, n) directly. In Section 3, we will show
—E,(n) = nky(log,n) without all the details, but point out some differences from the base 2
case.
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2 The binary case

Define {x} = = — [z], i.e, the fractional part of =. From (8), for ¢ = 2, we have

Fy (logyn) = = (1 — {logyn}) + 21~ Uesznip, (glleszni=1) (15)

N | —

If n = 2"(1 4 x), then we have
logy n = logy(2™(1 + ) = logy(2™) + logy (1 + ) = m + logy (1 + z). (16)

Since 0 <z < 1, we have 0 <log,(1+x) < 1. Thus, we can conclude that {log, n} = log,(1+x).
With this equation, we can get

21—{10g2 n} _ 21—10g2(1+x) _ and 2{log2 ni—1 _ 1+ LC‘
1+z 2
Therefore, (15) becomes
1 2 1+
F; (logyn) = 5(1—10g2(1+:ﬂ))—|— 1+xh2 ( 5 ) : (17)

Now, we need to evaluate ho (HT"”) To do that, we need an explicit formula for j,. From (10),
we have

1
We can see that the integrand function [2{t}] — 5 is periodic with period 1, so is js(z). When

1 1 1 1
0<t<i [2{t}] - 5= 7% and when § <t < 1,[2{t}] - = = 5 Therefore, on [0, 1], we have

2
. -3z, if0 <z <3,
ja(x) =
—%(1—33), if% <z <l1.
For simplification, we omit the subscript 2 for the rest of this section. Note that j = —g from (4)

and so h = — f. From the definition of h (see (9)), we have
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2
S 1+x
=J

Now we substitute this into (17) and we get

N | —

F; (logyn) = .

-togra)+ o (1(50) - @) aw
1
2

1 1 1 1
SinceO§x<1,wehave§§ ;x<1.Thus,j< —12—30):_ (1— +£).Now,

substituting this into (18), we have

1 log2(1+x) 1 1—1—:1: 1
1

Clogo(L42)  flx) o
2 14+ 1+

At the same time, from (6), we get

Ey(n) = 2" f(z) + 2™ 11 + 2) logy(1 + x) — 2™z

= 1_i_fo(:U) + glogQ(l +z) — 1?1’
=-n (—%logQ(l—i-:B) — 1f—(|——x3v+1_ H%)
= —nF} (logyn) .
Therefore, we have proven — Ey(n) = nF, (logy n).
3 The g-base case
Ifn=¢"(1+x(q—1)), where 0 < z < 1, we can write
log,n =m +log, (1 + (¢ — 1)), (19)
[log,n] =m and {log,n} =log,(1+ (¢ —1)z). (20)
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For simplification, we omit the subscript g. Now, we have

nlky (logq n) =n {QT (1_1qu(1+(q _ 1)33)) + ql—logq(1+(q—1)x)h(qlogq(lﬂq—l)x)—l)} (21)

—n {% (1-log, (1+(g = 1)) + 1 (qq_ s (H(qq—l)x)} N ¢.2))

To evaluate h, we first find a relation between j and g. From (10), we have

j(x) = /Om ([qt] —q[t] - %) dt = /OZ ([q{t}] — %) dt.

When ¢ = 2, it was easy to see ;7 = —g with their explicit formulas. However, when ¢ > 2, it is
not obvious to see the exact relation between j and g. Let us look at some graphs of the integrand
function in j and the graphs of 7 for some small ¢ (Figure 1).
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l | l
l ! |
| ! |
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| |
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¢ b | T % | % % T
1 2 1 1 3
0 el 3 ! oz 2 1 1
|
| N
1 l
| 3
—1 4>—<‘) —% 4»—é
The integrand function of j3(z) The integrand function of j4(x)
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Figure 1. Integrand functions in j and the graphs of j for some small ¢
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When a is a positive integer such that 0 < a < ¢, we can evaluate j by evaluating the net area

of its integrand function: j(g) = %. Hence, j((¢—1)z) = —g(z) and h((g—1)x) = —f(x).

Now we can evaluate / and get

_ (1 + (qq— 1)x> N i (o ;mq—l)z)
BT E AR A of (GRICL A (Rt
]( )+ 3
4 q = "
oy (1 + (qq— 1)3:) + éh(1 +(g— 1))
= (1 + (qq— 1)3:) . %h((q o
:j(1+(qq—1)x> _%.

If we substitute this into (22), we have

nF, (log,n) = n{q;zl (1—log,(1+(q—1)z)) + — (j (H(q_l)x) —f(x))}.

1+ (¢g—1)x q q

After comparing this equation and the equation of —FE,(n), we can cancel some terms and
factors, which brings it down to proving the following equation:

<1+(q_;)5€)(q_1) +Qj (W) Zam(l—am—l—(q—l)x)jtw. (23)

Since

A 1—|—(q—1)x<am—|—1
q q q

(24)

?

we can evaluate j <@> and get

J (H(QT_M> :é ((1—;q> am+@+(l +(¢—Dzx—amn) <am—§>> . (25)

Substituting this equation into the left hand side of (23), we can see that (23) is true. Therefore,
we have proven —E,(n) = nFy, (log, n).

4 Conclusion

The error term of the sum of digital sum functions A,(n — 1) has two formulas that were derived
using different methods. However, they are the same quantity as we showed that one formula can
be derived directly from the other.
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