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Abstract: In this study, we investigate the connection between second order recurrence matrix
and several combinatorial matrices such as generalized r-eliminated Pascal matrix, Stirling matrix
of the first and of the second kind matrices. We give factorizations and inverse factorizations of
these matrices by virtue of the second order recurrence matrix. Moreover, we derive several
combinatorial identities which are more general results of some earlier works.
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1 Introduction

Infinite lower triangular matrices arise in computer science, numerical analysis, combinatorics,
physics, several branches of science and different mathematical disciplines. In recent years,
lower triangular matrices have attracted the attention of some researchers [1-3, 5, 7-15]. For
example, Brawer and Pirovino investigated the Cholesky factorization of the Pascal matrix [3].
They produced some combinatorial identities and an existence theorem for Diophantine equation
system. Cheon and Kim obtained the Pascal-type matrices from Stirling numbers of the first kind
s(n, k) and of the second kind S(n, k) and they derived some combinatorial identities via matrix
representation of the Stirling numbers and generalized these matrices in one or two variables [5].
Lee et al. obtained the Pascal matrix and the Stirling matrices of the first kind and the second kind
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from the Fibonacci matrix. They also presented some combinatorial identities from the matrix
representation of the Pascal matrix, the Stirling matrices of the first kind and the second kind
and the Fibonacci matrix [9]. Zhang and Wang gave another factorization of the Pascal matrix,
which was apparently missed by Lee et al [9], via Fibonacci matrix and presented some identities
using these matrices [14]. Zhang et al. studied the Lucas matrix and they derived some identities
involving the Lucas numbers the matrix representation of generalized Pascal matrix and the Lucas
matrix [15]. Quintana et al. introduced the generalized Apostol-type polynomial matrix and they
provided some factorizations of the Apostol-type polynomial matrix involving the generalized
Pascal matrix, Fibonacci and Lucas matrices [10]. Irmak and Kome investigated the Cholesky
factorization of the symmetric Lucas matrix and obtained the upper and lower bounds for the
eigenvalues of the symmetric Lucas matrix by using some majorization techniques [7]. Bayat and
Teimoori studied the r-eliminated Pascal matrix and they investigated the relationship between
these matrix and Cesaro matrix [2].

For any natural numbers n and r and real numbers = and y, the nxn lower triangular general-
ized r-eliminated functional Pascal matrix &, [r; x, y] = [p;;] and its inverse 2, *[r; x, y] = [pi;]

are defined by
itr—1\ i—j, i+i—2 ifs s )i (Y i 2= if >
)y , ifi > g, (—1) )y ,if i > g,

pij= (j+ 1) ' and p’/L]: (]+ 1) - ’ (1)
0 otherwise 0, otherwise

where the binomial coefficient (;) counts the number of lattice paths from (0, 0) to (i — 7, j) with
steps (1,0) and (0, 1).
For example, if we take n = 4, we get

1 0 0 0
(r+1)xy y? 0 0
Pylr;z,y| =
1 vl %(r + 1)(r + 2)2%y? (r +2)zy? yt 0
%(7’ +1)(r+2)(r + 3)a3y? %(r +2)(r +3)z%y* (r+3)zy® ¢°
and _ 1
1 0 0 0
N (r+1)z % 0 0
—17,.. _ Y Y
Py rx,y] = (r+ 1) (r+2)z? (r+2)z 1 0
2y? T yr
(D)2 (r+3)z® (r+2)(r4+3)z? (r+3)z 1
L 6y 2y y° y° |

For nonnegative integers n, k and n > k > 0, the Stirling numbers of the first kind s(n, k)
and of the second kind S(n, k), which describe the coefficients of polynomials that commonly
arise in combinatorial problems, are defined as the coefficients in the following expansion of a
variable z (see [4]):

n

[2ln =Y (1) Fs(n, k)a* and 2" = S(n, k)[z]x, 2)

k=0
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where

r(x—1)---(x—n+1), ifn=>1,
2], = (x—=1)--( ) | ' 3)
1, ifn=20

Moreover, the S(n, k) satisfy the following formula

S(n, k) = nz_ll (”; 1) S(L,k—1). &)

I=k—

The Stirling numbers of the second kind and of the first kind can be expressed with binomial

sums as 0
n n km
_ k
S(m,n) = kZ:O nl(—1)k-n )
and
s(n,m) = {(_1)k(:__;i’2) (nz_”; Tk) S(n—m+F, k)}, ©)
k=0

respectively. For the Stirling numbers s(z, j) and S(4, j) of the first kind and of the second kind,
respectively, define .7 = [si;] and S = [S;;] to be the n x n matrices by

5 = s(i, ) ifz‘>j, and S — S(i, j) ifi}j' |
0 otherwise 0 otherwise

We call the matrices Yn(l) and 5@52) Stirling matrix of the first kind and of the second kind,
respectively (see [6]). For example,

10 0 0 0] 1 0 0 0 0]
-1 1 0 0 0 11 0 0 0
gW=12 -3 1 0 0 and A?=1[1 3 1 0 0
—6 11 -6 1 0 1 7 6 1 0
(24 —50 35 —10 1] 1 15 25 10 1]

In recents years, some researchers studied the second order binary recurrences with lower
triangular matrices [11, 12]. Sténicd extended some results on the factorization of matrices
associated to Lucas, Pascal, Stirling sequences by the Fibonacci matrix and then he gave the
Cholesky factorization for the symmetric matrix associated to r-order recurrent sequences [11].
StanimiroviC et al. defined the matrix U,({Z’b’s) whose elements consist of the non-degenerated
second order recurrent sequence. The authors also considered various correlations between the
matrix Ur(la’b’s) and the Pascal matrix of the first and the second kind [12].

The non-degenerated second order binary recurrence sequence is defined by

Wn = an,1 + an727 WO = a, Wl = b> (7)

where a, b, p, ¢ are nonzero positive real numbers and A = /p? + 4q # 0. The Binet formula
of the second order binary recurrences is W,, = Aa™ — BS" where a = %(p +/p?+ 4q),

1 b— b—
5:§<p—\/p2+4q> and A = a_ag,B: a_ag.
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The n x n lower triangular second order binary recurrence matrix #;, = [w;;] and its inverse
W, = [wj;] are defined, in [12], as

1) a?q+abp —b* . . . .
( ) bi_j+1 ai=J 2qz 7 1,Z>]+2
) ) aq + bp .
VV’L —15 > ) - ==
wy =4 W 120 gy L T I e
J 0 i < "
) J 1 ) )
R =7
b
0, 1<J

\

The relations between the Pascal matrix, Stirling matrices and Fibonacci matrix motivate us
to study a more generalized situation. Thus, inspiring by the above cited works, we investigate
the relations between the matrix #;,, and Z,[r;z,y], 7Y and .72, By eliminating the r-th
column from Z,[r;z,y|, we present two factorizations of 2,[r;x,y| via #;. Moreover, we
give the factorizations of the matrices 7Y and .7 by means of #;,. We also derive several
combinatorial identities using these relations and provide more general results.

2 First factorization of the generalized

r-eliminated Pascal matrix

In this section, we consider the first factorization of the generalized r-eliminated Pascal matrix
by means of the second order recurrence matrix.

Definition 1. For any nonzero positive real numbers a, b, ¢, d and any natural number n, ann x n
matrix ®,[r; x,y| = [¢;;| is defined by

ool () i+ —1 iaq+bpi+r—2
N T ——

j+r—1 j+r—1
i—2 i—k—2 i—k—1 k
PN q (xy) k+r—1
+3 (-1 ST (a*q + abp — b%) <j )@
k=j

Theorem 2.1. Let ®,,[r; x,y| is the matrix as in (9). For the generalized r-eliminated Pascal

matrix 2,[r; x,y| and the second order recurrence matrix #, we have
Pulriz,y] = W ®ulr; z,y), (10)
where x # 0,y # 0 and b # 0.

Proof. In order to prove the theorem, it is sufficient to verify that %, [p, ¢; a, b| P, [r; x,y] =

®,[r; z,y|. By virtue of the Definition 1, we see that ;; = 0 for ¢ < j. So, we will consider
2(j-1)
Y

=——. Forv =7+ 1, we get pj11; =

the cases i > j. Fori = j, we have p;; = wi;p;; = ;

2(-1) (p Ney —ag — b

Y r+Jg)ry —aq—bp : :

Wyt D5 T Wity j Pty = ul b2) ) Fori > Jj + 2, we have p;; = wj;pi; +
w;; 1Pi-15+ ZZ_:QJ w;,.prj» which is of the form (9). Hence the proof is completed. [
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Here we note that the following results are the special cases of Theorem 2.1:

e if we take r = 0 and y = 1 in Definition 2.1, we obtain Theorem 3.1 in [12],
o ifwetakea =0,b=1,r =1,y =1,p=1,¢ = 1 and r = 0 in Definition 2.1, we obtain
Equation (3) in [9],
o if wetakea = 2,0 = 1,y = 1,p = 1,¢ = 1 and r = 0 in Definition 2.1, we obtain
Theorem 3.1 in [15].
Furthermore, by virtue of Theorem 2.1, we can derive the following corollary.

Corollary 2.1.1. For: > j + 2, we have

e AU y*i- v y? U (b(r + j)zy — ag — bp
<j+7‘—1)$ YT = Wi =+ Wiey = bz) )
o (xy)™ fm+r—1 mo10q+bp (m+r—2
+ Z Wicmsae ™y~ l b <]+r—1 ~ (o) b? j+r—1
m=j5+2
e sy B
ab? j+r—1

where x # 0,y # 0 and b # 0.

Proof. Since Z,[r;x,y] = #,®,[r; x,y], we observe that p;; = 0 for i < j. So we will consider
the another cases. For 7 = j and 7 = j + 1, we have

2(j-1)

i = Wipj; =b b =Y

2(-1)

and

Pj+15 = WZSOJJ + Wl‘)pj—&-l,j

y*~*(aq + bp) N Yy~ %(—aq + bry(j +r) — bp)
b b

=2y (j + 7).

By virtue of (9), in the last case, ¢ > 7 + 2, we get

pij = Wisjp1j; + Wisjojp; + Z Wiem+10m;
m=j5+2

which verifies Corollary 2.1.1. ]

From the definition of (9), we have the inverse matrix @' = = [¢};], of ®,,, where

o - ik (0T =L\ o .
#s —;H) (,HT_ 1):c Y Wi, (11)
Since #,, = P, |r;z,y|®,[r; x,y] "', we have

Wpk = pn1§0/1k + pn290/2k +.. .+ pn,n—lgoizfl,k + pnngoizk‘ (12)
Hence, by virtue of (1) and (11), we get

¢
n+r—1\ 4 -2 s (EFT =1\ s 04
-1 W,_ . 13
<15+7“—1>m Y Z( ) str—1)" Y skl (13)

s=k

n

Wi ki1 = Z

t=k
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Now, we consider factorization of #;,. We define an n x n matrix X,, = [z;;] as

, Wy 0 0
Wi, 5=1, W, 1 0
Ty =4 1, i=y7, ie, X, = o
0, otherwise o o
W, 0 --- 1
The next theorem follows by a simple calculation.
Theorem 2.2. Forn > 1, we have
Wy =X (I ® Xpo1) (1o ® Xp2) -+ (In1 @ X1). (14)
For example, for n = 5, we get
[ b 00 0 o] [1 0 00 0]
bp + aq 1 00 of |0 b 00 0
Wy = apg+b (p* + q) 01 0 0f (0 bp + aq 100
aq(p2+q)+b(p3+2qp) 0 01 0] |0 apq+b(p2+q) 010
L apq (p2 + 2q) +b (p4 + 3qp? + q2) 0 0O 1_ _0 aq (p2 + q) +0b (p3 + 2qp) 0 0 1_
1 0 0 0oo0/[too o o]lf[tooo 0
0 1 0 0 Of |0 1 O 0 0l {0 1 0 0 O
0 0 b 0 010 0 1 0 010 0 1 0 O
0 0 bp + aq 1 01 (0 0 O b 0110 0 0 1 O
0 0 apg+b(p*+q) 0 1] |0 0 0 bp+ag 1| |0 0 0 O b
b 0 0 0 0
bp + aq b 0 0 0
= apq+b(p2+q) bp + aq b 0 0
ag (p* +q) + b (p* + 2qp) apq +b (p* +q) bp + aq b 0
[apq (p2 =+ 2q) +b (p4 + 3qp® + q2) aq (p2 =+ q) +b (p3 + 2qp) apq+0b (p2 + q) bp + aq b_

Before giving factorization of the shifted Pascal matrix we need to factorize ®,,. So, we define
n X n matrices H,, and H; as

: 0 0 --- 0
b(r+1)xbg/27aqup yQ 0 . 0
H, = : : e el and H; =1, ;® H;
Pnog Ty 20
i Pn1 "Ry ry® Y|

where ;; is defined in (9). Hence, we can give the factorization of ®,, with the following theorem.
Theorem 2.3. The matrix ®,, can be factored by the H;’s as follows:
®,=H,H, 1H, 5...HyH,. (15)

Now, we can give the factorization of r-eliminated Pascal matrix with the following theorem by

virtue of Theorem 2.2 and 2.3.

Theorem 2.4. For the n x n generalized r-eliminated Pascal matrix, we have

n—1 n
Polrizy) =[] L © Xomi) [ [ Hui- (16)
=0 i=1

212



3 Second factorization of the r-eliminated

functional Pascal matrix

In this section, we consider the second factorization of the r-eliminated functional Pascal matrix
by means of the second order recurrence matrix.

Definition 2. For any nonzero positive real numbers a, b, ¢, d and any natural number n, ann x n
matrix VU, [r; x,y| = [1y;] is defined by

Iy i+ r—1 ey ag+bp) i+ —1
bij = (zy)’ ) - 5 .
j+r—1 b JEr
k ]l' y a*j+k72qu+k71 ) ) i+r—1
+k22 e (aq—i—abp—b)(k_i_r_l) . a7
j+

Theorem 3.1. Let V,,[r;z,y| is the matrix as in (17). For the r-eliminated functional Pascal
matrix 2,[r; x,y| and the second order recurrence matrix %, we have

Pnlriz,yl = Vnlryx, y|#, (18)
where x # 0,y # 0 and b # 0.

Proof. In order to prove the theorem, it is sufficient to verify that 2, [r; z, y|#, ' = WU, [r; z,y].
From Definition 2, we observe that 1);; = 0 for i < j. So, we will consider the cases 7 > j.

e Fori = j, we have ¢;; = pj;w); = yz(ab 1)
e Fori =7+ 1, we get
2j—1 . B
y* (b (j + 1) — y(ag + bp))
¢j+1,j = pj—&-l,j'w;'j +pj+17j+1w;+17j = 7 -

e Fori > j + 2, we have ¢y; = pjwi; + piiqwi_y ; + 22;2] pikw;j which satisfies (17).
Hence the proof is completed. []
By virtue of Theorem 3.1, we have the following corollary.

Corollary 3.1.1. Fori > j + 2, we have

i+r—1 iy
j+r—1

2(i—1) 2-3 : 1) —
Y y* 2 (bx(i +r —1) — y(ag + bp))
= Wit E Wiy
+Zx Ty 2 (i —1 _x*mflymfl(aqubp) i4+r—1
— Y m-+r—1 b2 m-+r
i k ™. —k, k=2 k m—2, k—m—1 .
— Y q 2 o [t+T—1
+k§2 py— (a’q + abp — b*) (k+r_1>]ij+1,

(19)
where x # 0,y # 0 and b # 0.
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Proof. Since Z,,[r;x,y] = U, [r;z, y|#,, we observe that p;; = 0 for i < j. So we will consider
the another cases. For 2 = j and ¢ = j + 1, we have

pjj = Wi = y?0 Y
and
Pj+1,j = Vit Wa + by ;W1
_ ¥ ag +bp) | yP TN (ba(j 4 1) — ylag + bp))
b
=zy?(j + ).

For the last case © > j + 2, from (17), we get

i—2
pij = YuWijo1 + Vi Wiy + Z Vi mWin—jt1
m=j
which verifies (19). Thus, the proof is completed. ]
From the definition of (17), we have the inverse matrix ¥} = | 1], of ¥, where
: g (AT =1\ i ook
= Wigpa (=1 ( Iyt (20)
, j+r—1
k=j
Since #,, = U, [r; x,y] "' P, [r; x, y], we have
Woke = P11 D1k + Unolok + -+ Uy 1Pn—1k + Uy Pk (21)

Hence, by virtue of (1) and (20), we get

s+t SHT =1\ ot o sy
n k+1 — Z [ZW’H, s+1 (t—i—?’—l)m Yy

t=k Ls=t

t —1
+r B Ta]
k+r—1

Now, we define n x n matrices L,, and L; as

z 0 0 -~ 0
y(b(r+1)xb—2y(aq+bp)) y2 0 --- 0
L, = : : .., v |,and Ly=1,,®L;
Y11 gyt oyt 0
i U1 N CTA Ve

where 9;; is defined in (17). Thus, we can give the factorization of W,, with the following theorem.
Theorem 3.2. The matrix V,, can be factored by the L;’s as follows:
v, = ann—lzn—Q T ZQZI- (22)

Now, we can give the factorization of r-eliminated Pascal matrix with the following theorem
by virtue of Theorem 2.2 and 3.2.

Theorem 3.3. For the n X n generalized r-eliminated Pascal matrix, we have
’I“ x y HLn i+1 H @Xn z) . (23)
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4 Stirling matrices via second order

binary recurrence matrix

In this section, we consider relationships between Stirling matrix of the second kind and the
second order binary recurrences.

Definition 3. For any nonzero positive real numbers a, b, c, d and any natural number n, ann X n
matrix M, = [i;] is defined by

1 aq + bp . ' i—2 1 z’—kai—k—2qi—k—1 a2q+abp—b2 .
o = 280, 5) — Y gy 3 D - Sk, ).

k=j

(24)

Theorem 4.1. Let .#,, is the matrix as in (24). For the Stirling matrix of the second kind and

second order recurrence matrix ¥, we have
SOt (25)

Proof. In order to prove the theorem, it is sufficient to verify %‘15”752) = ,. By virtue of the
Definition 3, we observe that p;; = 0 for i < j. So, we will consider the cases i > j. The cases
1 =jand? = j + 1 can be verified as:

. 1
pj; = wi;S(j,§) = ; (26)
and

Pt = Wi S (s J) + Wi SG + 1,7)

1 (§)koH! b
. "((kzl)kj _ (ag ;; p) .
k=0 -
For the last case, 7 > j + 2, we get
i—2
prij = wiS(i, j) +wi; 1S —1,5) + Zw;ks(kvj)
k=j

i—2 (_1)1'43 i—k—2, i—k—1

1., . aq +bp) . . a q .
= gs(m)—(b—z)s(@—l,JHZ e (a’q + abp — b*) S(k,j) |,
k=j
which is of the form (24). O
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For example, for n = 4, we have

b 0 0 0
bp + a b 0 0
Wit — P+ ag
apq + b (p* +q) bp + aq b 0
ag(p* +q) +b(P* +2qp) apg+b(p*+4q) bp+ag b
_ . _
1 0 0 0
—pbthag 1 0 0
% ~(p+g=1)0*+a(p—1)qb+a’q? _ b(p=3)+ag 1 0
b3 b2 b
_ (p+q—1)b®—aq(p+q—1)b*+a*(p—1)¢*b+a®¢®  —(Bp+q—7)b>+a(p—3)gb+a®¢®> _ b(p—6)+aq 1
I b 03 b2 b |
1 000
1 1 0 0
= =72,
1 3 10
1 7 6 1

Since S(n,t) = > "1_; Wafire, 11 = 3 and

l) ( 7Z)z 1 aq+bp 1—2 z ke gi—k— 2qz k— 1(]*[)’“
Hij = IZ < >< b + i ki (a®q + abp—b°)

k=j

we have the following corollary.

Corollary 4.1.1. For 1 < j < i, we have

1 (G=0" (G =1""(agq +bp)
zj ZWH[—; (>< b b2

t=j j'
t—2 t—k, t—k—2, t—k—1(: _
L § D i) (a2q+abp_b2)>]‘

bt—k-i—l
k=j

In particular, if j = 1 then S(i,1) = 1.

Definition 4. For any nonzero positive real numbers a, b, ¢, d and any natural number n, ann x n
matrix ¢, = [7;;] is defined by

(aq + bp) (=) Iab 2 I (aPg 4 abp — bP)
s+ )+ > = s(i, k).

k=j+2

1
Yij = gs(iaj) -
(28)

Theorem 4.2. Let 9, is the matrix as in (28). For the Stirling matrix of the first kind Y and
second order recurrence matrix Wy, we have

S0 _ g (29)
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Proof. In order to prove the theorem, it is sufficient to verify ,5451)%_1 = ¢,. By virtue of the
Definition 3, we see that ;; = 0 for 7 < j. So, we will consider the cases ¢ > j.
The cases 2 = j and ¢ = j 4 1 can be verified as:

1
Vis = 8isWi; = 3 (30)
and
ViAlg = S W Sirn Wiy
b S(j+1,7
_ blp+SG+17)) +ag a1
b2
For the last case, 7 > j + 2, we get
Yij = s(i, j)wy; + s(i, j + 1)w;,i—1 + Z s(i, k?)w;fj
k=j+2
Lo (ag+bp) (—1)F gk .
- 58(@,]) — b—zs(z,j +1)+ Z o (a*q + abp — b*) s(i, k)
k=j+2
which is of the form (28). O
For example, if we take n = 4, we get
_ ) -
3 0 0 0
_pb-i-bl72+aq % 0 0
Gy = (3p—q+2)b*+a(p+3)gb+a’q> __b(p+3)+aq 1 0
b3 b2 b
(—11p+6q—6)b3+aq(—6p+q—11)b%>—a?(p+6)¢?b—a3¢®  (6p—q+11)b%+a(p+6)qb+a’q? __b(p+6)taq 1
i b4 b3 b2 b |
b 0 0 0
bp + aq b 0 0
apq + b (p* + q) bp + aq b 0
aq (p* +q) +b(p* +2qp) apg+b(p*+q) bp+agq b
10 0 O
_ -1 1 0 0 Pl
2 -3 1 0 :
-6 11 -6 1
From Theorem 4.2, we can arrive at the following interesting combinatorial identity:
—~ a1l (ag+bp)
(n—1)!= Z(—l) +1 (Es(n,j) - TS(TL,] +1)
j=1
n (_1)k—jak—j—2qk—j—1
+ Z T (a*q + abp — b*) s(n, k) | W;.
k=j+2
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