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2 Université des Sciences et de la Technologie Houari-Boumediène (USTHB),
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1 Introduction

In [17], Tzanakis considered Thue equations of the form F (x, y) = k, where F is a quartic form
that corresponds to a quartic field K, which is the composite of two real quadratic fields. He
proved that solving this equation consists in solving a system of Pell equations. Therefore, the
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method is called the Tzanakis method. The method was successfully applied by several authors
not only to families of quartic Thue equations but also to families of quartic Thue inequalities.
One see for example [2–12, 17, 19].

It is interesting to notice that for the method one can use the theory of continued fractions to
determine small values of k for which the equation F (x, y) = k has a solution. For this, Worley
[18], Dujella [1], Dujella–Ibrahimpašić [2], Ibrahimpašić [10] have extended or generalized the
classical results of Legendre and Fatou concerning Diophantine approximations of irrational
numbers.

In 2007, Leprévost, Pohst, and Schöpp [15] have determined the units of the number field
associated with

fn,b(x) = x4 − nx3 + b(n− 1)x2 + 2b2x− b3,

for b = ±1. The family of Thue equations associated to this family of polynomials with
n = c2 + c − 5 and b = −1 was studied in [8]. In this paper, we study the family of Thue
equations associated to fn,b, with n = c2 + c+ 4 and b = 1.

In fact, let c 6= −1, 0 be an integer. (Notice that c = 0,−1, fn,b is reducible and these cases
are not interesting). We consider the following Thue inequality

|x4 − (c2 + c+ 4)x3y + (c2 + c+ 3)x2y2 + 2xy3 − y4| ≤ |c+ 1| (1)

or equivalently the Thue equation

x4 − (c2 + c+ 4)x3y + (c2 + c+ 3)x2y2 + 2xy3 − y4 = µ, (2)

where |µ| ≤ |c + 1|. The aim of this paper is not only to apply again the Tzanakis method to
solve inequality (1) but also to add another paper to the already very rich literature. Therefore,
we prove the following theorem:

Theorem 1.1. Let c be an integer such that c 6= 0,−1. Then, for any c 6= 1,−2, the Thue
inequality (1) has the primitive solutions (x, y)=±(0, 1),±(1, 0),±(1, 1). The primitive solutions
for c = 1,−2 are (x, y) = ±(0, 1),±(1,−2), ±(1, 0),±(1, 1), ±(1, 3).

We notice that if c < −1, then c2 + c + 4 = (−c − 1)2 + (−c − 1) + 4 and c2 + c + 3 =

(−c− 1)2 + (−c− 1) + 3. Thus, we only need to consider c ≥ 2 as for c = 1, we used Maple to
determine the solutions cited in Theorem 1.1.

Here is how this paper is organized. We will use the Tzanakis method to transform Thue
equation (2) into the following system of Pell equations

V 2 − (c2 + 4)U2 = −4µ, Z2 − (c2 + µ2c+ 5)U2 = −4µ.

This is done in the next section. In Section 3, we will recall some important results that will
be used in the remaining sections. In Section 4, by means of the results on Diophantine
approximations recalled in Section 3 we will obtain some approximations related to the solutions
and show that we must consider µ = ±1,±4 if µ ≤ |c + 1|. In Section 5, we use the system
of Pell equations obtained in Section 2 to define a linear form in three logarithms of algebraic
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numbers and apply gap principle to bound the parameters. In Section 6, we transform the linear
form in three logarithms obtained in Section 5 into a linear form in two logarithms. Then, we
can apply a result of Laurent [14]. We combine the lower and upper bounds of this linear form
in logarithms to get a contradiction for c > 128073. This bound of c is low enough to apply a
reduction method. This done in Section 7. Finally, we completely prove Theorem 1.1 in the last
section.

2 Application of Tzanakis method

In this section, we recall the Tzanakis method and use it to transform equation (2) into a system
of Pell equations. One can refer to [17] or other references for the details about the method. So
let us consider a Thue equation

f(x, y) = µ, (3)

where
f(x, y) = a0x

4 + 4a1x
3y + 6a2x

2y2 + 4a3xy
3 + a4y

4 ∈ Z[x, y], a0 > 0. (4)

We assign to this equation the cubic equation

4ρ3 − g2ρ− g3 = 0, (5)

where

g2 = a0a4 − 4a1a3 + 3a2
2 ∈

1

12
Z, g3 =

∣∣∣∣∣∣∣
a0 a1 a2

a1 a2 a3

a2 a3 a4

∣∣∣∣∣∣∣ ∈
1

432
Z.

In 1993, Tzanakis [17] proved that a necessary condition to apply his method is that equation (5)
has three rational roots ρ1, ρ2, ρ3 that satisfy

a2
1

a0

− a2 ≥ max{ρ1, ρ2, ρ3}. (6)

Let H(x, y) and G(x, y) be the quartic and sextic covariants of f(x, y) respectively, i.e.

H(x, y) = − 1

144

∣∣∣∣∣∣
∂2f
∂x2

∂2f
∂x∂y

∂2f
∂y∂x

∂2f
∂y2

∣∣∣∣∣∣ ∈ 1

48
Z[x, y],

G(x, y) = −1

8

∣∣∣∣∣∣
∂f
∂x

∂f
∂y

∂H
∂x

∂H
∂y

∣∣∣∣∣∣ ∈ 1

96
Z[x, y].

Then, we have 4H3 − g2Hf
2 − g3f

3 = G2. Put

H =
1

48
H0, G =

1

96
G0, ρi =

1

12
ri, i = 1, 2, 3,

then
H0, G0 ∈ Z[x, y], ri ∈ Z, i = 1, 2, 3,

and
(H0 − 4r1f)(H0 − 4r2f)(H0 − 4r3f) = 3G2

0.
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There exist positive square-free integers k1, k2, k3 and quadratic G1, G2, G3 ∈ Z[x, y] such
that

H0 − 4rif = kiG
2
i , i = 1, 2, 3

and k1k2k3(G1G2G3)2 = 3G2
0. if (x, y) ∈ Z× Z is a solution of (3), then we obtain

k2G
2
2 − k1G

2
1 = 4(r1 − r2)µ, (7)

k3G
2
3 − k1G

2
1 = 4(r1 − r3)µ. (8)

Now, we will apply Tzanakis method to equation (2). In this particular case, we have

a0 = 1, a1 = −c
2 + c+ 4

4
, a2 =

c2 + c+ 3

6
, a3 =

1

2
, a4 = −1,

so we get

g2 =
c4 + 2c3 + 13c2 + 12c+ 21

12
, g3 = −2c6 + 6c5 + 15c4 + 20c3 + 45c2 + 36c+ 162

432
.

One can see that equation (5) has three rational roots

ρ1 = −2c2 + 2c+ 9

12
, ρ2 =

c2 + 4c+ 6

12
, ρ3 =

c2 − 2c+ 3

12
.

Since
a2

1

a0

− a2 =
3c4 + 6c3 + 19c2 + 16c+ 24

48
≥ max{ρ1, ρ2, ρ3},

so the reduction method can be applied to equation (2). We get

H0(x, y)− 4r1f(x, y) = 3(c2 + 4)(c2 + 2c+ 5)x2(x− 2y)2,

H0(x, y)− 4r1f(x, y) = 3(c2 + 2c+ 5)(cx2 + 2xy − 2y2)2,

H0(x, y)− 4r1f(x, y) = 3(c2 + 4)((c+ 1)x2 − 2xy + 2y2)2.

Taking
k1 = 3(c2 + 4)(c2 + 2c+ 5), k2 = 3(c2 + 2c+ 5), k3 = 3(c2 + 4),

and
G1 = x2 − 2xy, G2 = cx2 + 2xy − 2y2, G3 = (c+ 1)x2 − 2xy + 2y2,

then, by the method of Tzanakis, solving equation (2) reduces into solving the system of Pell
equations

V 2 − (c2 + 4)U2 = −4µ (9)

Z2 − (c2 + 2c+ 5)U2 = −4µ, (10)

where
U = x2 − 2xy, V = cx2 + 2xy − 2y2, Z = (c+ 1)x2 − 2xy + 2y2.
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3 Preliminaries

In this section, we will recall some useful results for the remaining sections.
Let pk/qk denote the k-th convergent of α. The following result of Worley [18] and Dujella [1]

extends classical results of Legendre and Fatou concerning Diophantine approximations of the
form

∣∣∣α− a

b

∣∣∣ < 1

2b2
and

∣∣∣α− a

b

∣∣∣ < 1

b2
.

Lemma 3.1 (Worley [18], Dujella [1]). Let α be a real number and a and b coprime nonzero
integers, satisfying the inequality ∣∣∣α− a

b

∣∣∣ < M

b2
,

where M is a positive real number. Then (a, b) = (rpk+1 ± upk, rqk+1 ± uqk), for some k ≥ −1

and nonnegative integers r and u such that ru < 2M .

The explicit version of Lemma 3.1 for M = 2, was given by Worley ([18, Corollary, p. 206]).
Dujella and Ibrahimpašić ([2, Propositions 2.1 and 2.2]) extended Worley’s work and gave explicit
and sharp versions of Lemma 3.1 for M = 3, 4, 5, . . . , 12. Ibrahimpašić [10] also extended this
result to 0 ≤M ≤ 13.

We will apply Lemma 3.1 in order to determine all values of µ with |µ| ≤ c for which the
system of equations (9), (10) has solutions. We need also the following lemma (see [5, Lemma 1]).

Lemma 3.2. Let α, β be positive integers such that αβ is not a prefect square, and let pk/qk
denote the k-th convergent of continued fraction expansion of

√
α

β
. Let the sequences (sk) and

(tk) be defined by (12) for the quadratic irrational
√
αβ

β
. Then, for any r and s,

α(rqk+1 + uqk)
2 − β(rpk+1 + upk)

2 = (−1)k(u2tk+1 + 2rusk+2 − r2tk+2). (11)

Let us recall the following result due to Laurent [14] on linear forms in two logarithms. For
any non-zero algebraic number α of degree d over Q, whose minimal polynomial over Z is
a
∏d

j=1

(
X − γ(j)

)
, we denote by

h(γ) =
1

d

(
log |a|+

d∑
j=1

log max
(
1, |γ(j)|

))
the usual absolute logarithmic height of α.

Lemma 3.3. Let γ1 > 1 and γ2 > 1 be two real multiplicatively independent algebraic numbers,
b1, b2 ∈ Z not both 0 and

Λ = b2 log γ2 − b1 log γ1.

Let D := [Q(γ1, γ2) : Q]. Let

hi ≥ max

{
h(γi),

| log γi|
D

,
1

D

}
for i = 1, 2, b′ ≥ |b1|

Dh2

+
|b2|
Dh1

.

Then, we have

log |Λ| ≥ −17.9 ·D4

(
max

{
log b′ + 0.38,

30

D
, 1

})2

h1h2.

We recall the following result due to Matveev [16].
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Lemma 3.4. Denote by α1, . . . , αn algebraic numbers, not 1 or 0, by logα1, . . . , logαn
determinations of their logarithms, by D the degree over Q of the number field K =

Q(α1, . . . , αn), and by b1, . . . , bn rational integers. Define B = max{|b1|, . . . , |bn|} and Ai =

max{Dh(αi), | logαi|, 0.16} (1 ≤ i ≤ n), where h(α) denotes the absolute logarithmic Weil
height of α. Assume that the number

Λ = b1 logα1 + · · ·+ bn logαn

does not vanish; then

|Λ| ≥ exp{−C(n, χ)D2A1 · · ·An log(eD) log(eB)},

where χ = 1 if K ⊂ R and χ = 2 otherwise and

C(n, χ) = min

{
1

χ

(
1

2
en

)χ
30n+3n3.5, 26n+20

}
.

The following lemma is a slight modification of the original version of Baker–Davenport
reduction method. (See [6, Lemma 5a].)

Lemma 3.5. Assume that M is a positive integer. Let p/q be the convergent of the continued
fraction expansion of δ such that q > 6M and let

η = ||µ′q|| −M · ||δq||,

where || · || denotes the distance from the nearest integer. If η > 0, then there is no solution of the
inequality

0 < jδ − k + µ′ < AB−j

in integers j and k with
log(Aq/η)

logB
≤ j ≤M.

4 The use of continued fractions

In this section, we will make a connection between solutions of the system of equations (9),
(10) and continued fraction expansion of the corresponding quadratic irrationals. The simple

continued fraction expansions of quadratic irrational α =
a+
√
d

b
is periodic. This expansion can

be obtained using the following algorithm. Multiplying the numerator and the denominator by b,
if necessary, we may assume that b|(d− a2). Let s0 = a, t0 = b and

an =

[
sn +

√
d

tn

]
, sn+1 = antn − sn, tn+1 =

d− s2
n+1

tn
, forn ≥ 0. (12)

If (sj, tj) = (sk, tk) for j < k, then

α = [a0, . . . , aj−1, aj, . . . , ak−1].

Applying this algorithm to the quadratic irrational
√
c2 + 4, we find

√
c2 + 4 =


[
c, c

2
, 2c
]

if c is even,[
c, c−1

2
, 1, 1, c−1

2
, 2c
]

if c is odd.
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For more details, see Tables 1 and 2.

k 0 1 2 3 · · ·
sk 0 c c c · · ·
tk 1 4 1 4 · · ·
ak c c

2
2c c

2
· · ·

Table 1. c even

k 0 1 2 3 4 5 6 · · ·
sk 0 c c− 2 2 c− 2 c c · · ·
tk 1 4 c c 4 1 4 · · ·
ak c c−1

2
1 1 c−1

2
2c c−1

2
· · ·

Table 2. c odd

Assume now that (U, V, Z) is a nonnegative solution of the system of equations (9), (10).
Then V

U
is a good rational approximation of

√
c2 + 4. One can see that

√
c2 + 4 +

V

U
>
√
c2 + 4.

From (9), this implies that∣∣∣∣√c2 + 4− V

U

∣∣∣∣ =

∣∣∣∣c2 + 4− V 2

U2

∣∣∣∣ · ∣∣∣∣√c2 + 4 +
V

U

∣∣∣∣−1

<
4|µ|√

c2 + 4 · U2
≤ 4(c+ 1)√

c2 + 4 · U2
<

5

U2
.

Since the period length of the continued fraction expansion of
√
c2 + 4 is equal to 2 if c ≥ 2

is even and 5 if c ≥ 2 is odd, according to Lemma 3.2, we have to consider only the fractions
(rpk+1 + upk)/(rqk+1 + uqk) for k = 0, 1 if c ≥ 2 is even and k = 0, 1, . . . , 4 if c ≥ 2 is odd,
respectively.

By checking all possibilities, it is now easy to prove the following result.

Proposition 4.1. Let c and µ be integers such that c ≥ 5 and 0 < |µ| ≤ c + 1 and such that
equation (9) has a solution in integers U and V with gcd(U, V ) = 1 or 2. Then

µ ∈ {1,−1,−4, 4,−c, c}.

Furthermore, all solutions of this equation, where gcd(U, V ) = 1 or 2, are given by:
(U, V ) = (q2n, p2n) if µ = 1 and c even;
(U, V ) = (q5n, p5n), (2q5n+4, 2p5n+4) if µ = 1 and c odd;
(U, V ) = (2q2n+1, 2p2n+1) if µ = −1 and c even;
(U, V ) = (q5n+3, p5n+3) if µ = −1 and c odd;
(U, V ) = (2q2n, 2p2n) if µ = 4 and c even;
(U, V ) = (2q5n, 2p5n) if µ = 4 and c odd;
(U, V ) = (2q5n+3, 2p5n+3) if µ = −4 and c odd;
(U, V ) = (2q2n+1 + q2n, 2p2n+1 + p2n), (q2n − 2q2n−1, p2n − 2p2n−1) if µ = c and c even;
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(U, V ) = (2q5n+2, 2p5n+2), (2q5n+4 − q5n+3, 2p5n+4 − p5n+3), (q5n + 2q5n−1, 2p5n + 2p5n−1)

if µ = c and c odd;
(U, V ) = (2q2n+1 − q2n, 2p2n+1 − p2n), (q2n + 2q2n−1, p2n + 2p2n−1) if µ = −c and c even;
(U, V ) = (2q5n+1, 2p5n+1), (2q5n+4 + q5n+3, p5n+4 + p5n+3), (q5n − 2q5n−1, p5n − 2p5n−1)

if µ = −c and c odd.

On the other hand, equation (10) can be rewritten into the form

Z2 − ((c+ 1)2 + 4)U2 = −4µ.

One can see that c + 1 in this equation as c in (9), so we have µ = ±1,±4,±(c + 1). Therefore,
if equations (9) and (10) have a common solution (U, V, Z) in integers, then µ = ±1,±4.

5 Gap principle

Now, let us consider the system of Pell equations

V 2 − (c2 + 4)U2 = ±4, (13)

Z2 − (c2 + 2c+ 5)U2 = ±4. (14)

By [13, Theorems 3.5 and 3.6], we have

U =
αj + (−1)j+1α−j√

c2 + 4
=
βk + (−1)k+1β−k√

c2 + 2c+ 5
, (15)

for some integers j ≥ 0 and k ≥ 0, where j and k are both even or odd integers, α =
c+
√
c2 + 4

2

and β =
c+ 1 +

√
c2 + 2c+ 5

2
are the fundamental solutions of equations (13) and (14) respectively.

Notice that if j and k are both even, then the second member of the system (13) and (14) is equal
to 4, otherwise it is equal to −4.

Note that j = k = 0 and j = k = 1 are solutions of the equation (15). So from now we
assume that j ≥ 2 and k ≥ 2.

Define

Λ = j logα− k log β + log

√c2 + 2c+ 5

c2 + 4

 . (16)

We will prove the next two results.

Lemma 5.1. If equation (15) holds with j ≥ 2, then 0 < |Λ| ≤ α2

α2 − 1
·α−2j .

Proof. It is easy to see that αj and βk > 1, for j, k ≥ 1. We distinguish to cases according to the
parity of k and j.
Case 1. k and j are both even. Assuming that αj ≥ βk, then αj − α−j ≥ βk − β−k. This and
√
c2 + 4 <

√
c2 + 2c+ 5 will give us αj − α−j

√
c2 + 4

>
βk − β−k

√
c2 + 2c+ 5

. This contradicts (15). So, we

deduce that αj < βk, which implies 1− β−2k

1− α−2j
> 1. Thus, we have

0 < |Λ| = log

(
1− β−2k

1− α−2j

)
< − log(1− α−2j) <

α2

α2 − 1
α−2j.
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Case 2. k and j are both odd. Let

P =
αj√
c2 + 4

, Q =
βj√

c2 + 2c+ 5
.

Then, we have

P +
P−1

c2 + 4
= Q+

Q−1

c2 + 2c+ 5
,

i.e.

P −Q =
Q−1

c2 + 2c+ 5
− P−1

c2 + 4
=

(c2 + 4)P − (c2 + 2c+ 5)Q

PQ(c2 + 4)(c2 + 2c+ 5)
.

We deduce that

PQ(c2 + 4)(c2 + 2c+ 5)(P −Q) = (c2 + 4)P − (c2 + 2c+ 5)Q = (c2 + 4)(P −Q)− (2c+ 1)Q.

This means that

(PQ(c2 + 2c+ 5)− 1)(c2 + 4)(P −Q) = −(2c+ 1)Q < 0

Thus, one can see that P −Q < 0, i.e.,

Λ = log

(
1 + β−2k

1 + α−2j

)
< 0.

Therefore, we get

0 < |Λ| = log

(
1 + α−2j

1 + β−2k

)
< α−2j <

α2

α2 − 1
α−2j.

Therefore, we get the desired result.

Lemma 5.2. If equation (15) holds with j ≥ 2 and c ≥ 2, then

k > ∆ · α logα,

where ∆ = j − k ≥ 2 is an even integer.

Proof. We have seen that αj < βk. It follows that
j

k
<

log β

logα
. (17)

On the other hand, let

uj(c) =
αj + (−1)j+1α−j√

c2 + 4
, uk(c+ 1) =

βk + (−1)k+1β−k√
c2 + 2c+ 5

.

The function uj(c) is increasing if j or c is fixed. Therefore, the equality uj(c) = uk(c + 1)

implies that j > k. Now if we suppose ∆ = j − k, then inequality (17) gives

∆

k
<

log β

logα
− 1 =

log(β/α)

logα
=

log(1 + (β − α)/α)

logα
<

β − α
α logα

=
c+ 1 +

√
c2 + 2c+ 5− c−

√
c2 + 4

2α logα
=

1 + 2c+1√
c2+2c+5+

√
c2+4

2α logα

<
1 + 2c+1

2
√
c2+4

2α logα
<

1

α logα
,

for c ≥ 2. Therefore, we have
k > ∆ · α logα.
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6 A linear form in two logarithms

To apply Lemma 3.3, we rewrite Λ given by equation (16) into the form

Λ = log

α∆ ·

√
c2 + 2c+ 5

c2 + 4

− k log

(
β

α

)
. (18)

Put

D = 4, b1 = k, γ1 =
β

α
, b2 = 1, γ2 = α∆ ·

√
c2 + 2c+ 5

c2 + 4
.

As α =
c+
√
c2 + 4

2
and β =

c+ 1 +
√
c2 + 2c+ 5

2
, one can verify that γ1 is a root of

x4 + c(c+ 1)x3 − (2c2 + 2c+ 3)x2 + c(c+ 1)x+ 1.

The absolute values of its conjugates greater than 1 are β/α and −αβ. Hence, we have

h(γ1) =
1

4

(
log

(
β

α

)
+ log(αβ)

)
=

1

2
log β.

Thus, we choose

h1 :=
1

2
log β ≥ max

{
h(γ1),

| log γ1|
4

,
1

4

}
.

Also, it is easy to see that

h(α∆) =
∆

2
logα <

∆

2
log β

and

h

√c2 + 2c+ 5

c2 + 4

 ≤ log(c2 + 2c+ 5) < log β.

Thus, we have

h(γ2) ≤ h(α∆) + h

√c2 + 2c+ 5

c2 + 4

 <
∆ + 2

2
log β.

Then, we take

h2 :=
∆ + 2

2
log β ≥ max

{
h(γ2),

| log γ2|
4

,
1

4

}
.

As c ≥ 2, we have β =
c+ 1 +

√
c2 + 2c+ 5

2
> 3.3. This implies that

|b2|
Dh1

=
1

2 log β
< 0.42.

Therefore, we take

b′ :=
k

2(∆ + 2) log β
+ 0.42. (19)

We suppose that c ≥ 5000, then α =
c+
√
c2 + 4

2
> 5000. From Lemma 5.2, we have

k

2(∆ + 2) log β
>

∆

2(∆ + 2)
· logα

log β
· α ≥ 0.25 · logα

log β
· α > 0.25α > 1250.

This implies log b′ + 0.38 ≥ 7.51 > 30/D. Therefore, by Lemma 3.3 we obtain

log |Λ| ≥ −1145.6 · (log b′ + 0.38)2 · (∆ + 2) · log2 β. (20)
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On the other hand, from Lemma 5.1 we get that

log |Λ| < log

(
α2

α2 − 1

)
− 2j logα < 0.001− 1.99j log β. (21)

Combining (20) and (21), we have

j

log β
<

0.001

1.99 log2 β
+

1145.6

1.99
· (log b′ + 0.38)2 · (∆ + 2).

Since j > k, we obtain

k

2(∆ + 2) log β
< 0.0001 + 287.84 · (log b′ + 0.38)2.

It follows that
b′ < 0.4201 + 287.84 · (log b′ + 0.38)2.

So we have b′ < 33585.6. Therefore, we get

k < 2 · 33585.4 · (∆ + 2) · log β.

Combining this and k > ∆ · α logα, we obtain

α < 2 · 33585.4 · ∆ + 2

∆
· log β

logα
≤ 67170.8 · 2 · 1.001 < 134476.

Since c < α, this implies c < 134476.

7 The use of the reduction method

In this section, we will use another theorem for the lower bounds of linear forms in logarithms
which is different from that in Section 5, and Baker–Davenport reduction method to deal with
the remaining cases, i.e., c < 134476.

Now, we apply Lemma 3.4 with n = 3 and χ = 1 to Λ defined by equation (16). We take

D = 4, b1 = j, b2 = −k, b3 = 1, α1 = α, α2 = β, α3 =

√
c2 + 2c+ 5

c2 + 4
.

From the computations in the above section, we can set

h(α1) =
1

2
logα, h(α2) =

1

2
log β, h(α3) =

1

2
log(c2 + 2c+ 5).

Therefore, we take

A1 = 2 logα, A2 = 2 log β, A3 ≤ 4 log(c2 + 2c+ 5), B = j.

Using Matveev’s result, we have

log |Λ| ≥ −3

2
e · 306 · 33.5 · 42 · 2 logα · 2 log β · 4 log(c2 + 2c+ 5) · log(4e) · log(ej). (22)

By (21), we have
log |Λ| < 0.001− 1.99j logα.

11



Combining the two bounds for log |Λ|, we get

j

log(ej)
< 4.25 · 1013 log(c2 + 2c+ 5) log β.

As β < c+ 2 and c < 134476 the above inequality gives us j < 5 · 1017.
In order to deal with the remaining cases 2 ≤ c ≤ 134476, we will use a Diophantine

approximation algorithm called the Baker–Davenport reduction method by applying Lemma 3.5
with

δ =
logα

log β
, µ′ =

log

(√
c2 + 2c+ 5

c2 + 4

)
log β

, A =
α2

(α2 − 1) log β
, B = α2

and M = 5 · 1017.
The program was developed in PARI/GP running with 200 digits. For the computations, if

the first convergent such that q > 6M does not satisfy the condition η > 0, then we use the next
convergent until we find one that satisfies the condition. We checked in the range 2 ≤ c ≤ 134476.
In 15 minutes, all the computations were done. For the first run, we obtained j ≤ 24. The second
run gave us j ≤ 5. We ran the program for the third time and got j ≤ 3.

For 0 ≤ k ≤ j ≤ 3, we compute all U . Equation (15) has only the integer solutions j = k = 0

and j = k = 1. Therefore, we prove the following result.

Theorem 7.1. Let c ≥ 2 be an integer. All solutions of the system of Pell equations

V 2 − (c2 + 4)U2 = −4,

Z2 − (c2 + 2c+ 5)U2 = −4

are given by (U, V, Z) = (±1,±c,±(c+ 1)) and all solutions of the system of Pell equations

V 2 − (c2 + 4)U2 = 4,

Z2 − (c2 + 2c+ 5)U2 = 4

are given by (U, V, Z) = (0,±2,±2).

8 Proof of Theorem 1.1

Let (x, y) be solution of the inequality (1), and let U = x2 − 2xy, V = cx2 + 2xy − 2y2,
Z = (c+ 1)x2 − 2xy + 2y2. Then, (U, V, Z) satisfies the system (9) and (10), for µ = ±1,±4.

• If µ = 1, then by Theorem 7.1 we have (U, V, Z) = (±1,±c,±(c+ 1)). Thus, ±1 = U =

x(x − 2y) implies that x = ±1, and y = 0 or y = x. Therefore, we get (x, y) = (±1, 0),
±(1, 1).

• If µ = −1, Theorem 7.1 implies (U, V, Z) = (0,±2,±2). The fact 0 = U = x(x − 2y)

gives x = 0 or x = 2y. The case x = 0 implies y = ±1. If x = 2y, then equations
±2 = V = cx2 + 2xy − 2y2 = 4cy2 + 2y2 provide a contradiction. Therefore, we only
obtain the solutions (x, y) = (0,±1).

12



• If µ = 4, then system (9) and (10) has the form:

V 2 − (c2 + 4)U2 = −16,

Z2 − (c2 + 2c+ 5)U2 = −16.

By Proposition 4.1, for µ = 4 one can see that U, V and Z are even. We can use substitute
U1 = U

2
, V1 = V

2
,Z1 = Z

2
to the system to obtain

V 2
1 − (c2 + 4)U2

1 = −4,

Z2
1 − (c2 + 2c+ 5)U2

1 = −4.

From Theorem 7.1, we obtain U1 = ±1. It implies that ±2 = U = x(x − 2y) and these
equations have no integer solution.

• If µ = −4, the system (9) and (10) has the form:

V 2 − (c2 + 4)U2 = 16,

Z2 − (c2 + 2c+ 5)U2 = 16.

Similarly, we get the system

V 2
1 − (c2 + 4)U2

1 = 4,

Z2
1 − (c2 + 2c+ 5)U2

1 = 4.

By Theorem 7.1, we obtain U1 = 0. We deduce that that 0 = U = x(x − 2y), so x = 0

or x = 2y. The case x = 0 implies that y4 = 4 and the case x = 2y implies that
±4 = V = cx2 + 2xy − 2y2 = 4cy2 + 2y2 providing a contradiction.

For c = 2, 3, 4, we used Maple to determine all solutions of Thue inequality (1). We see that
the Thue inequality has the solutions listed in Theorem 1.1.

This completes the proof of Theorem 1.1. �
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