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#### Abstract

In this paper we propose a definition of a recurrence relation homomorphism and illustrate our definition with a few examples. We then define the period of a $k$-th order of linear recurrence relation and deduce certain preliminary results associated with them.
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## 1 Introduction and Motivation

This paper is divided into two sections, in the first section we give some introductory remarks and set the notation for the rest of the paper; whereas in the second section we discuss linear recurrence relation homomorphisms and discuss some preliminary properties of such homomorphisms.

We begin with the following definitions from [3] and a few notations to be used throughout this paper.

Definition 1.1. A $k$-th order of recurrence relation on some set $X$ is a function $a: \mathbb{N} \rightarrow X$ with $a_{1}, \ldots, a_{k}$ defined for all $i \geq 0, k \geq 1$ and $a_{i+k+1}=f\left(a_{i+1}, \ldots, a_{i+k}\right)$.

Definition 1.2. Let $a_{n}$ be a $k$-th order recurrence relation on the set $X$ defined by the map $f: X^{k} \rightarrow X$ with initial values. A map $\varphi: X \rightarrow Y$ is said to be a recurrence relation homomorphism on $a$, when there exists $f^{\prime}: Y^{k} \rightarrow Y$ satisfying $\varphi \circ f=f \circ \varphi$.

Notation 1.3. $(m, n)$ denotes the gcd of $m$ and $n$ for natural numbers $m$ and $n$.
Notation 1.4. We denote the set $\{1,2, \ldots, n\}$ by $[[1, n]]$ for $n \geq 2$.
Definition 1.5. A sequence $\left(b_{n}\right)$ is called a strong divisibility sequence if $\left(b_{n}, b_{m}\right)=b_{(m, n)}$.
Definition 1.6. The Fibonacci sequence $\left(F_{n}\right)$ is defined in the usual way as $F_{0}=0, F_{1}=1$, $F_{2}=1$ and $F_{n}=F_{n-1}+F_{n-2}$ for $n \geq 2$.

We see now that taking $k \geq 1$ and defining the maps $f: X^{k} \rightarrow X, \varphi: X \rightarrow Y$ and $\varphi^{(k)}: X^{k} \rightarrow Y^{k}$ such that $\varphi^{(k)}\left(a_{i}, \ldots, a_{i+k-1}\right)=\left(\varphi\left(a_{i}\right), \ldots, \varphi\left(a_{i+k-1}\right)\right)$ for $i \geq 1$, and $a$ be a $k$-th order of recurrence relation on $X$ which is defined by the map $f$ (with initial values $a_{1}, \ldots, a_{k}$ ), if there exists $f^{\prime}: Y^{k} \rightarrow Y$ such that

$$
\varphi \circ f\left(a_{i}, \ldots, a_{i+k-1}\right)=f^{\prime} \circ \varphi^{(k)}\left(a_{i}, \ldots, a_{i+k-1}\right)
$$

for all $i \geq 1$ and for all $\left(a_{i}, \ldots, a_{i+k-1}\right) \in X^{k}$, then the diagram

$$
\begin{array}{cccc} 
& X^{k} & \xrightarrow{f} & X \\
\varphi^{(k)} & \downarrow & & \\
& Y^{k} & \xrightarrow{f^{\prime}} & Y
\end{array}
$$

commutes. That is $\varphi \circ f=f^{\prime} \circ \varphi^{(k)}$.
So we propose the following alternative definition of a recurrence relation homomorphism as in Definition 1.2, which maps set $X$ onto set $Y$.

Definition 1.7. Let $a: \mathbb{N} \rightarrow X$ be a $k$-th order of recurrence relation on some set $X$ such that $a_{1}, \ldots, a_{k}$ defined and for all $i, k \geq 1, a_{i+k}=f\left(a_{i}, \ldots, a_{i+k-1}\right)$ with $f: X^{k} \rightarrow X$. A map $\varphi: X \rightarrow Y$ is said to be a recurrence relation homomorphism on $a$, when there exists $f^{\prime}: Y^{k} \rightarrow Y$ satisfying the commutative relation $\varphi \circ f=f^{\prime} \circ \varphi^{(k)}$.

We shall now give an alternate proof of the following theorem that appears in [3].
Theorem 1.8. Suppose we are given a recurrence relation homomorphism in the above notation, then $b_{n}=\varphi\left(a_{n}\right)$ is a $k$-th order of recurrence relation.

Proof. It suffices to state that, according to our definition, defining the sequence $b: \mathbb{N} \rightarrow Y$ by $b_{n}=\varphi\left(a_{n}\right)$, we have for the given $k$ initial values, with $i, k \geq 1$,

$$
\begin{aligned}
b_{i+k} & =\varphi\left(a_{i+k}\right)=\varphi\left(f\left(a_{i}, \ldots, a_{i+k-1}\right)\right)=f^{\prime}\left(\varphi^{(k)}\left(a_{i}, \ldots, a_{i+k-1}\right)\right) \\
& =f^{\prime}\left(\varphi\left(a_{i}\right), \ldots, \varphi\left(a_{i+k-1}\right)\right)=f^{\prime}\left(b_{i}, \ldots, b_{i+k-1}\right) .
\end{aligned}
$$

This completes the proof.
We now illustrate our definition with the following examples.

Example 1.9. Let $X$ be the ring of integers. Let $a$ be a $k$-th order of recurrence relation on $\mathbb{Z}$ defined by the linear map $f: \mathbb{Z}^{k} \rightarrow \mathbb{Z}$ with $k \geq 1$ and initial values $a_{1}, \ldots, a_{k}$ given such that for $i \geq 1$ we have

$$
a_{i+k}=f\left(a_{i}, \ldots, a_{i+k-1}\right)=\sum_{j=1}^{k} f_{j} \cdot a_{i+j-1},
$$

with $\left(f_{1}, \ldots, f_{k}\right) \in \mathbb{Z}^{k}$. A particular case is when $f_{j}=a_{j}$ with $j=1, \ldots, k$. It can be compared to the relation $F_{n+m}=F_{m} F_{n+1}+F_{m-1} F_{n}$ with $n \in \mathbb{N}$ and $m \in \mathbb{N}^{\star}$.
Example 1.10. In the following, we use the system of residue classes of integers modulo $m \geq 1$ given by $[0]_{m}, \ldots,[m-1]_{m}$ where the notation $[x]_{m}$ means the equivalence class of the integer $x \in[[0, m-1]]$ modulo $m \geq 1$

$$
[x]_{m}=\{x+k m: k \in \mathbb{Z}\} .
$$

Let us consider the map $\pi_{m}: \mathbb{Z} \rightarrow \mathbb{Z} / m \mathbb{Z}$ with $m \in \mathbb{N}^{\star}$ defined for $x \in \mathbb{Z}$ by,

$$
\pi_{m}(x)=[x]_{m}
$$

By our construction of $\pi_{m}$, it is a surjective morphism of rings. So, we will have for $i, k \geq 1$,

$$
\pi_{m}\left(a_{i+k}\right)=\sum_{j=1}^{k}\left[f_{j}\right]_{m} \cdot\left[a_{i+j-1}\right]_{m}
$$

Therefore $(i, k \geq 1)$

$$
\left[a_{i+k}\right]_{m}=\sum_{j=1}^{k}\left[f_{j}\right]_{m} \cdot\left[a_{i+j-1}\right]_{m},
$$

and so for $i, k \geq 1$ we have

$$
\left[a_{i+k}\right]_{m}=\psi_{f}\left(\left[a_{i}\right]_{m}, \ldots,\left[a_{i+k-1}\right]_{m}\right) .
$$

where $\psi_{f}:(\mathbb{Z} / m \mathbb{Z})^{k} \rightarrow \mathbb{Z} / m \mathbb{Z}$ is the linear map defined by $(i, k \geq 1)$ :

$$
\psi_{f}\left(\left[a_{i}\right]_{m}, \ldots,\left[a_{i+k-1}\right]_{m}\right)=\sum_{j=1}^{k}\left[f_{j}\right]_{m} \cdot\left[a_{i+j-1}\right]_{m} .
$$

So, as we can observe, $[a]_{m}$ is a $k$-th order of recurrence relation on the ring $\mathbb{Z} / m \mathbb{Z}$ such that all $\left[a_{1}\right]_{m}, \ldots,\left[a_{k}\right]_{m}$ are defined and for all $i, k \geq 1,\left[a_{i+k}\right]_{m}=\psi_{f}\left(\left[a_{i}\right]_{m}, \ldots,\left[a_{i+k-1}\right]_{m}\right)$ with $\psi_{f}:(\mathbb{Z} / m \mathbb{Z})^{k} \rightarrow \mathbb{Z} / m \mathbb{Z}$.

Moreover, we have ( $i, k \geq 1$ )

$$
\begin{aligned}
\psi_{f}\left(\pi_{m}^{(k)}\left(a_{i}, \ldots, a_{i+k-1}\right)\right) & =\psi_{f}\left(\pi_{m}\left(a_{i}\right), \ldots, \pi_{m}\left(a_{i+k-1}\right)\right) \\
& =\psi_{f}\left(\left[a_{i}\right]_{m}, \ldots,\left[a_{i+k-1}\right]_{m}\right) \\
& =\left[a_{i+k}\right]_{m}=\pi_{m}\left(a_{i+k}\right)=\pi_{m}\left(f\left(a_{i}, \ldots, a_{i+k-1}\right)\right) .
\end{aligned}
$$

Since $f$ is any linear function, which maps the set $\mathbb{Z}^{k}$ onto the set $\mathbb{Z}$, the diagram

commutes. That is $\pi_{m} \circ f=\psi_{f} \circ \pi_{m}^{(k)}$.

## 2 Some results on recurrence relation homomorphisms

We have seen that our definition of a recurrence relation homomorphism is more natural than Definition 1.2 given in [3] and in the remaining part of the paper we shall derive certain interesting results and consequences of this definition. We begin with the following definition.

Definition 2.1. Let $a: \mathbb{N} \rightarrow X$ be a $k$-th order of recurrence relation on $X$ defined by the map $f: X^{k} \rightarrow X$ with $k \geq 1$ and initial values $a_{1}, \ldots, a_{k}$ given. $a$ is periodic modulo a positive integer $m$ if we can find at least a non-zero positive integer $\ell(m)$ such that for all $n \in \mathbb{N}$ $\left[a_{n}\right]_{m}=\left[a_{n+\ell(m)}\right]_{m}$.

Remark 2.2. The definition above implies that if $a$ is periodic modulo a positive integer $m$, then we can find at least a non-zero positive integer $\ell(m)$ such that for all $j, n \in \mathbb{N}\left[a_{n}\right]_{m}=\left[a_{n+j \ell(m)}\right]_{m}$.

Theorem 2.3. Let $X$ a (commutative) ring where an equivalence relation $\sim$ can be defined so that the canonical surjection $X \rightarrow X / \sim$ is a surjective morphism of rings. Let $a: \mathbb{N} \rightarrow X$ be a $k$-th order of recurrence relation on $X$ defined by a linear map $f: X^{k} \rightarrow X$ with $k \geq 1$ and initial values $a_{1}, \ldots, a_{k}$ given. If

$$
\begin{gathered}
{\left[a_{1+\ell(m)}\right]_{m}=\left[a_{1}\right]_{m},} \\
\vdots \\
{\left[a_{k+\ell(m)}\right]_{m}=\left[a_{k}\right]_{m},}
\end{gathered}
$$

then $a$ is a periodic sequence modulo $m$.
Proof. Let us prove the theorem by induction in the case where $X=\mathbb{Z}$. The generalization of that is trivial.

In the theorem, we consider a sequence $a$ which is $k$-th order of recurrence relation on a set $X$ defined by the linear map $f: X^{k} \rightarrow X$ with $k \geq 1$ such that $\left[a_{j+\ell(m)}\right]_{m}=\left[a_{j}\right]_{m}$ with $j=1, \ldots, k$. Let us assume that $\left[a_{j+\ell(m)}\right]_{m}=\left[a_{j}\right]_{m}$ with $j=k+1, \ldots, n$ and $n>k$. We have

$$
\left[a_{n+1+\ell(m)}\right]_{m}=\psi_{f}\left(\left[a_{n-k+1+\ell(m)}\right]_{m}, \ldots,\left[a_{n+\ell(m)}\right]_{m}\right) .
$$

Since the numbers $n-k+i$ with $i \in[[1, k]]$ are less than $n$ we get

$$
\left[a_{n+1+\ell(m)}\right]_{m}=\psi_{f}\left(\left[a_{n-k+1}\right]_{m}, \ldots,\left[a_{n}\right]_{m}\right)=\left[a_{n+1}\right]_{m}
$$

This completes the rest of the proof.
Proposition 2.4. Let $i, j$ be two non-zero positive integers. If a is a strong divisibility sequence which is periodic modulo $m$, then a period $\ell(m)$ of the sequence a modulo $m$ satisfies $\left[a_{(i+\ell(m), j)}\right]_{m}=[w]_{m}\left[a_{(i, j)}\right]_{m}$ with $w \in \mathbb{Z}$.

Proof. Let $i, j$ two non-zero positive integers. If $a$ is a strong divisibility sequence which is periodic modulo $m$ with period $\ell(m)>0$, then we have

$$
\left[a_{(i+\ell(m), j)}\right]_{m}=\left[\left(a_{i+\ell(m)}, a_{j}\right)\right]_{m} .
$$

Moreover, there exist two integers $x, y$ such that

$$
\left(a_{i+\ell(m)}, a_{j}\right)=x a_{i+\ell(m)}+y a_{j} .
$$

Since $\left[a_{i+\ell(m)}\right]_{m}=\left[a_{i}\right]_{m}$, we can find an integer $k$ such that $a_{i+\ell(m)}=a_{i}+k m$. It implies

$$
\begin{aligned}
\left(a_{i+\ell(m)}, a_{j}\right) & =x a_{i}+y a_{j}+x k m \\
& \equiv x a_{i}+y a_{j} \quad(\bmod m) .
\end{aligned}
$$

Thus, $\left[\left(a_{i+\ell(m)}, a_{j}\right)\right]_{m}=\left[x a_{i}+y a_{j}\right]_{m}$. Since $\left(a_{i}, a_{j}\right)$ divides any linear combination of $a_{i}, a_{j}$, there exists an integer $w$ such that $x a_{i}+y a_{j}=w\left(a_{i}, a_{j}\right)$. We thus have

$$
\left[\left(a_{i+\ell(m)}, a_{j}\right)\right]_{m}=[w]_{m}\left[\left(a_{i}, a_{j}\right)\right]_{m}=[w]_{m}\left[a_{(i, j)}\right]_{m} .
$$

This completes the proof.
Proposition 2.5. Let $i, j$ be two non-zero positive integers. If a is a strong divisibility sequence which is periodic modulo $m$, then for any given $n \in \mathbb{Z}$, there exists $w_{n} \in \mathbb{Z}$ such that

$$
\left[a_{n(i, j)}\right]_{m}=\left[w_{n}\right]_{m}\left[a_{(i, j)}\right]_{m}
$$

Proof. Let $i, j$ two non-zero positive integers. Let $a$ be a strong divisibility sequence which is periodic modulo $m$ with period $\ell(m)>0$. Then, there exist three integers $x, y, z$ such that

$$
\begin{aligned}
(i+\ell(m), j) & =x(i+\ell(m))+y j \\
& =x i+y j+x \ell(m) \\
& =z(i, j)+x \ell(m)
\end{aligned}
$$

Since $(i+\ell(m), j)>0$, if $z>0$, then it follows that

$$
\left[a_{(i+\ell(m), j)}\right]_{m}=\left[a_{z(i, j)+x \ell(m)}\right]_{m}=\left[a_{z(i, j)}\right]_{m} .
$$

Or, from Proposition 2.4, there exists an integer $w_{z}$ such that $\left[\left(a_{i+\ell(m)}, a_{j}\right)\right]_{m}=\left[w_{z}\right]_{m}\left[a_{(i, j)}\right]_{m}$. Therefore, we deduce that ( $z>0$ )

$$
\left[a_{z(i, j)}\right]_{m}=\left[w_{z}\right]_{m}\left[a_{(i, j)}\right]_{m} .
$$

The case for $z<0$ can now be easily verified from the previous case.
Remark 2.6. If $i, j$ are two non-zero integers such that $(i+\ell(m), j)=(i, j)+\ell(m)$ with $\ell(m)$ a period of a sequence $a$ modulo $m$, then $(i, j)$ divides a multiple of $\ell(m)$. Moreover, in this case, we have $\left[a_{(i+\ell(m), j)}\right]_{m}=\left[a_{(i, j)+\ell(m)}\right]_{m}=\left[a_{(i, j)}\right]_{m}$.

We now find an algorithm to find a period of a sequence modulo a non-zero positive integer $m$.

Let $i, j, h$ be three non-zero positive integers such that $(i, j)=g$ and $(h, j)=1$ with $g h>i$. If $a$ is a strong divisibility sequence, which is periodic modulo $m$, then the non-zero positive
number $t=g h-i$ satisfies $\left[a_{(i+t, j)}\right]_{m}=\left[a_{g}\right]_{m}$. Since $g h>i$, then $t=g h-i>0$. Thus, we can try numbers like $t$ in order to find a period of a strong divisibility sequence $a$ which is periodic modulo $m$.

For instance, let us consider the Fibonacci sequence $\left(F_{n}\right)_{n \in \mathbb{N}}$ (in this case, we have $k=2$, which refers to a second order of recurrence relation on a set $X$ defined by a (linear) map). Let $5 q+2$ be a prime with $q$ an odd positive integer. We take $i=5 q+2$ and $j=5 q+3$. Since $i, j$ are two consecutive integers, the numbers $i, j$ are relatively prime $(i, j)=g=1$. Moreover, taking $h=i+2 j=15 q+8$, we can notice that $3 j-h=1$. So, from Bezout's identity, we have $(h, j)=1$. We have $g h=15 q+8>i$. The number $t=g h-i$ is given by $t=2(5 q+3)$. Or, $2(5 q+3)$ is a period of the Fibonacci sequence modulo $5 q+2$ with $q$ an odd positive integer. Thus, the algorithm allows to get a period of the Fibonacci sequence modulo $5 q+2$ with $q$ an odd positive integer.

The above result was also found in [4] by independent methods.
We are now ready to prove and discuss a few more general results in the remainder of this section.

Theorem 2.7. Let $a: \mathbb{N} \rightarrow X$ be a $k$-th order of recurrence relation on $X$ defined by a linear map $f: X^{k} \rightarrow X$ with $k \geq 1$ and initial values $a_{1}, \ldots, a_{k}$ given. The sequence a is periodic modulo $m$ with period $\ell(m)>k-1$ iffor all $i \in[[1, k]]$

$$
\begin{gathered}
{\left[f_{i}\right]_{m}=\left[a_{i}\right]_{m},} \\
{\left[a_{2 i+\ell(m)-k-1}\right]_{m}=[1]_{m},}
\end{gathered}
$$

and

$$
\sum_{j \in[11, k]]-\{i\}}\left[f_{j}\right]_{m} \cdot\left[a_{i+\ell(m)-k+j-1}\right]_{m}=[0]_{m} .
$$

Proof. We can notice that since $\ell(m)>k-1$, we have $\ell(m)>k-i$ for all $i \in[[1, k]]$. Thus

$$
a_{i+\ell(m)}=f\left(a_{i+\ell(m)-k}, \ldots, a_{i+\ell(m)-1}\right)=\sum_{j=1}^{k} f_{j} \cdot a_{i+\ell(m)-k+j-1}
$$

So,

$$
\begin{aligned}
{\left[a_{i+\ell(m)}\right]_{m} } & =\sum_{j=1}^{k}\left[f_{j}\right]_{m} \cdot\left[a_{i+\ell(m)-k+j-1}\right]_{m} \\
& =\left[f_{i}\right]_{m} \cdot\left[a_{2 i+\ell(m)-k-1}\right]_{m}+\sum_{j \in[1, k]]-\{i\}}\left[f_{j}\right]_{m} \cdot\left[a_{i+\ell(m)-k+j-1}\right]_{m} \\
& =\left[a_{i}\right]_{m} .
\end{aligned}
$$

Since $i$ is any number of the set $[[1, k]]$, from Theorem 2.3, we conclude that $\ell(m)$ is a period of the sequence $a$.

Theorem 2.8. Let $a: \mathbb{N} \rightarrow X$ be a $k$-th order of recurrence relation on $X$ defined by a linear map $f: X^{k} \rightarrow X$ with $k \geq 2$ and initial values $a_{1}, a_{2}, \ldots, a_{k}$ given. If a is a periodic sequence modulo $m$ with period $\ell(m)$, then

$$
\left[a_{k}\right]_{m}=\left[f_{1}\right]_{m}\left[a_{\ell(m)}\right]_{m}+\sum_{i=2}^{k}\left[f_{i}\right]_{m}\left[a_{i-1}\right]_{m} .
$$

The proof is an easy application of Theorem 2.3, so for the sake of brevity we shall omit it here.

Remark 2.9. Theorem 2.8 allows us to find in an algorithmic way, a period of sequence $a$ modulo some positive integer $m \geq 1$. Indeed, the residue class $\left[r_{\ell(m)}\right]_{m}$ of $a_{\ell(m)}$ modulo a positive integer $m \geq 1$ such that $r_{\ell(m)}$ belongs to [[0, m-1]], can be found by solving in the ring $\mathbb{Z} / m \mathbb{Z}$, the diophantine equation

$$
\left[a_{k}\right]_{m}=\left[f_{1}\right]_{m}\left[a_{\ell(m)}\right]_{m}+\sum_{i=2}^{k}\left[f_{i}\right]_{m}\left[a_{i-1}\right]_{m}
$$

where the unknown is $\left[a_{\ell(m)}\right]_{m}$ and $\left[a_{i}\right]_{m}$ with $i=1,2, \ldots, k$ such that $k \geq 2$ as well as $m$ are given.

Theorem 2.10. Let a : $\mathbb{N} \rightarrow X$ be a $k$-th order of recurrence relation on $X$ defined by a linear map $f: X^{k} \rightarrow X$ with $k \geq 1$ and initial values $a_{1}, \ldots, a_{k}$ given. Then, we have $(k \geq i \geq 1)$

$$
a_{k+i}=\sum_{m=1}^{i} C_{k, i-m+1} \sum_{j=m}^{k} f_{j-m+1} a_{j},
$$

with the sequence $\left(C_{k, n}\right)$ defined by $(k \geq 1)$

$$
C_{k, 1}=1
$$

and $(n \in[[2, k]]$ with $k \geq 2)$

$$
C_{k, n}=\sum_{j=1}^{n-1} f_{k-j+1} C_{k, n-j}
$$

Proof. We can notice that for $i \geq 1$,

$$
a_{k+i}=\sum_{j=1}^{k} f_{j} a_{i+j-1}=\sum_{j=1}^{k-i+1} f_{j} a_{i+j-1}+f_{k-i+2} a_{k+1}+\ldots+f_{k} a_{k+i-1}
$$

So for $2 \leq i \leq k$, it gives

$$
\begin{aligned}
a_{k+i} & =\sum_{j=1}^{k-i+1} f_{j} a_{i+j-1}+\sum_{j=1}^{i-1} f_{k-i+j+1} a_{k+j}=\sum_{j=1}^{i-1} f_{k-i+j+1} a_{k+j}+\sum_{j=1}^{k-i+1} f_{j} a_{i+j-1} \\
& =\sum_{j=1}^{i-1} f_{k-i+j+1} a_{k+j}+\sum_{j=i}^{k} f_{j-i+1} a_{j}
\end{aligned}
$$

where we make the change of label $j \rightarrow l=i-1+j$ and afterwards we renamed $l$ by $j$ in the discrete sum $\sum_{j=1}^{k-i+1} f_{j} a_{i+j-1}$.

Let us prove the theorem by finite induction on the integer $i$ (see [2] p.146, exercise 27). We have

$$
a_{k+1}=\sum_{j=1}^{k} f_{j} a_{j}=C_{k, 1} \sum_{j=1}^{k} f_{j} a_{j}=\sum_{m=1}^{1} C_{k, 2-m} \sum_{j=m}^{k} f_{j-m+1} a_{j} .
$$

Let us assume that for an integer $1 \leq i<k$, we have $a_{k+i}=\sum_{m=1}^{i} C_{k, i-m+1} \sum_{j=m}^{k} f_{j-m+1} a_{j}$. Using the formula of $a_{k+i}$ above and the assumption, we have

$$
\begin{aligned}
a_{k+i+1} & =\sum_{j=1}^{i} f_{k-i+j} a_{k+j}+\sum_{j=i+1}^{k} f_{j-i} a_{j} \\
& =\sum_{j=1}^{i} f_{k-i+j} \sum_{m=1}^{j} C_{k, j-m+1} \sum_{l=m}^{k} f_{l-m+1} a_{l}+\sum_{j=i+1}^{k} f_{j-i} a_{j} .
\end{aligned}
$$

Or,

$$
\sum_{j=1}^{i} f_{k-i+j} \sum_{m=1}^{j} C_{k, j-m+1} \sum_{l=m}^{k} f_{l-m+1} a_{l}=\sum_{j=1}^{i} f_{k-j+1} \sum_{m=1}^{i-j+1} C_{k, i+1-m+1-j} \sum_{l=m}^{k} f_{l-m+1} a_{l}
$$

where we made the change of label $j \rightarrow t=i-j+1$ and afterwards we renamed $t$ by $j$.
We can notice that for fixed $m, j$ runs from 1 to $i-m+1$ since from the definition of the sequence $\left(C_{i, n}\right)$, the label $i+1-m+1-j$ should be greater than 1 . Since the minimum value of $m$ is 1 and the maximum value of $m$ is $i$, permuting the discrete sums over $j, m$, it results that

$$
\begin{aligned}
\sum_{j=1}^{i} f_{k-i+j} \sum_{m=1}^{j} C_{k, j-m+1} \sum_{l=m}^{k} f_{l-m+1} a_{l} & =\sum_{m=1}^{i} \sum_{j=1}^{i-m+1} f_{k-j+1} C_{k, i+1-m+1-j} \sum_{l=m}^{k} f_{l-m+1} a_{l} \\
& =\sum_{m=1}^{i} C_{k, i+1-m+1} \sum_{l=m}^{k} f_{l-m+1} a_{l}
\end{aligned}
$$

So, we have

$$
\begin{aligned}
a_{k+i+1} & =\sum_{m=1}^{i} C_{k, i+1-m+1} \sum_{l=m}^{k} f_{l-m+1} a_{l}+\sum_{j=i+1}^{k} f_{j-i} a_{j} \\
& =\sum_{m=1}^{i} C_{k, i+1-m+1} \sum_{l=m}^{k} f_{l-m+1} a_{l}+C_{k, 1} \sum_{j=i+1}^{k} f_{j-(i+1)+1} a_{j} \\
& =\sum_{m=1}^{i+1} C_{k, i+1-m+1} \sum_{l=m}^{k} f_{l-m+1} a_{l} .
\end{aligned}
$$

Thus the proof of the theorem is complete by induction.

Corollary 2.11. Let $a: \mathbb{N} \rightarrow X$ be a $k$-th order of recurrence relation on $X$ defined by a linear map $f: X^{k} \rightarrow X$ with $k \geq 2$ and initial values $a_{1}, a_{2}, \ldots, a_{k}$ given. Then, we have $(k>i \geq 1)$

$$
a_{k+i}=\sum_{m=1}^{i} a_{m} \sum_{j=1}^{m} f_{j} C_{k, i-m+j}+\sum_{m=i+1}^{k} a_{m} \sum_{j=1}^{i} f_{m-i+j} C_{k, j} .
$$

Proof. From the theorem above, we have for $k>i \geq 1$,

$$
\begin{aligned}
a_{k+i} & =\sum_{m=1}^{i} C_{k, i-m+1} \sum_{j=m}^{k} f_{j-m+1} a_{j} \\
& =C_{k, i} \sum_{j=1}^{k} f_{j} a_{j}+C_{k, i-1} \sum_{j=2}^{k} f_{j-1} a_{j}+\ldots+C_{k, 1} \sum_{j=i}^{k} f_{j-i+1} a_{j} \\
& =\sum_{m=1}^{i} a_{m}\left[C_{k, i} f_{m}+\ldots+C_{k, i-m+1} f_{1}\right]+\sum_{m=i+1}^{k} a_{m}\left[C_{k, i} f_{m}+\ldots+C_{k, 1} f_{m-i+1}\right] \\
& =\sum_{m=1}^{i} a_{m} \sum_{j=1}^{m} f_{j} C_{k, i-m+j}+\sum_{m=i+1}^{k} a_{m} \sum_{j=1}^{i} f_{m-i+j} C_{k, j} .
\end{aligned}
$$

This completes the proof.
Thus, a generic term $a_{k+i}$ with $k>i \geq 1$ of a sequence $a$ which is a $k$-th order of recurrence relation on $X$ defined by a linear map $f: X^{k} \rightarrow X$ with $k \geq 2$ and initial values $a_{1}, a_{2}, \ldots, a_{k}$ given, can be rewritten as

$$
a_{k+i}=\sum_{m=1}^{k}\left(M_{k}\right)_{i, m} a_{m},
$$

with $M_{k}$ defined by

$$
\left(M_{k}\right)_{i, m}= \begin{cases}\sum_{j=1}^{m} f_{j} C_{k, i-m+j} & 1 \leq m \leq i \\ \sum_{j=1}^{i} f_{m-i+j} C_{k, j} & i<m \leq k\end{cases}
$$

This formula implies that for $1 \leq l(m)<k$ we have

$$
\left[a_{k+\ell(m)}\right]_{m}=\sum_{i=1}^{k}\left[\left(M_{k}\right)_{\ell(m), i}\right]_{m}\left[a_{i}\right]_{m}=\left[a_{k}\right]_{m} .
$$

Thus, we obtain a diophantine equation in the ring $\mathbb{Z} / m \mathbb{Z}$ where the residue class $\left[\left(r_{k}\right)_{\ell(m), i}\right]_{m}$ of $\left(M_{k}\right)_{\ell(m), i}$ modulo a (non-zero) positive integer $m$ such that the numbers $\left(r_{k}\right)_{\ell(m), i}$ belong to $[[0, m-1]]$, are the unknowns and $\left[a_{i}\right]_{m}$ with $i=1, \ldots, k$ as well as $m$ are given. Solving this equation, it allows to determine a period $\ell(m)$ of the sequence $a$ modulo $m$. Indeed, since all the coefficients of matrix $M_{k}$ can be computed by the formula above, it suffices to compare numbers $\left(r_{k}\right)_{\ell(m), i}+t m$ with $t$ an integer with the numbers $\left(M_{k}\right)_{l, i}$ with $l$ a non-zero positive integer. A value of label $l$ for which $\left(r_{k}\right)_{\ell(m), i}+t m=\left(M_{k}\right)_{l, i}$ whatever $i \in[[1, k]]$ corresponds to a value of a period $\ell(m)$ of sequence $a$ modulo $m$.

We can notice that if a sequence $a$ which is a $k$-th order of recurrence relation on $X$ defined by a linear map $f: X^{k} \rightarrow X$ with $k \geq 1$ and initial values $a_{1}, \ldots, a_{k}$ given, is a strong divisibility sequence, then from the associative property of the $G C D$ operation, we have ( $n \geq 1$ and $s_{l} \geq 1$ with $l \in[[1, n]])$

$$
\left(a_{s_{1}}, \ldots, a_{s_{n}}\right)=a_{\left(s_{1}, \ldots, s_{n}\right)}
$$

We recall the following easy exercise from [1] without proof.
Proposition 2.12. Given two positive integers $x$ and $y$, let $m, n$ two positive integers such that $m=a x+b y$ and $n=c x+d y$ with $a d-b c= \pm 1$. Then we have $(m, n)=(x, y)$.

We generalize the above as follows
Proposition 2.13. Let $n$ be a positive integer which is greater than 2 . Given n positive integers $x_{1}, x_{2}, \ldots, x_{n}$, let $y_{1}, y_{2}, \ldots, y_{n}$ be $n$ positive integers such that $(i=1,2, \ldots, n)$

$$
y_{i}=\sum_{j=1}^{n} A_{i, j} x_{j},
$$

with $\operatorname{det}(A)= \pm 1$. Then we have

$$
\left(y_{1}, y_{2}, \ldots, y_{n}\right)=\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

Proof. Let $g=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $G=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$. So, there exist $2 n$ integers, say

$$
u_{1}, u_{2}, \ldots, u_{n}, U_{1}, U_{2}, \ldots, U_{n}
$$

such that

$$
g=u_{1} x_{1}+u_{2} x_{2}+\ldots+u_{n} x_{n}
$$

and

$$
G=U_{1} y_{1}+U_{2} y_{2}+\ldots+U_{n} y_{n}
$$

Let $d$ a common divisor of $x_{1}, x_{2}, \ldots, x_{n}$. From the linearity property of divisibility, since $d \mid x_{i}$ with $i=1,2, \ldots, n, d \mid y_{i}$ with $i=1,2, \ldots, n$ and so $d \mid G$. In particular, $g \mid G$. Let $D$ be a common divisor of $y_{1}, y_{2}, \ldots, y_{n}$.

If $A$ is a $n \times n$ square matrix whose determinant is non-zero $(\operatorname{det}(A)= \pm 1$ and so $\operatorname{rank}(A)=$ $n$ ), then the linear system of equations $y_{i}=\sum_{j=1}^{n} A_{i, j} x_{j}$ with $i=1,2, \ldots, n$ is a Cramer linear system of $n$ equations, which has a unique solution given by the $n$-tuple $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ such that $(i=1,2, \ldots, n)$

$$
x_{i}=\frac{\Delta_{i}(A)}{\operatorname{det}(A)}= \pm \Delta_{i}(A)
$$

where $\Delta_{i}(A)$ is the determinant of the $n \times n$ square matrix which is obtained from the matrix $A$ by replacing the $i^{\text {th }}$ column of $A$ by the column $\left(\begin{array}{c}y_{1} \\ y_{2} \\ \vdots \\ y_{n}\end{array}\right)$.

From the linearity property of divisibility, since $D \mid y_{i}$ with $i=1,2, \ldots, n, D \mid x_{i}$ with $i=1,2, \ldots, n$ and so $D \mid g$. In particular, $G \mid g$.

From $g \mid G$ and $G \mid g$, since $g$ and $G$ are positives, it results that $g=G$.
Remark 2.14. This property can be extended to the case where the determinant of the matrix $A$ is a common divisor of the numbers $\Delta_{1}(A), \Delta_{2}(A), \ldots, \Delta_{n}(A)$.

Remark 2.15. If a sequence $a$ which is a $k$-th order of recurrence relation on $X$ defined by a linear map $f: X^{k} \rightarrow X$ with $k \geq 2$ and initial values $a_{1}, a_{2}, \ldots, a_{k}$ given, is a strong divisibility sequence, since $a_{k+i}$ with $i \geq 1$ is a linear combination of $a_{1}, a_{2}, \ldots, a_{k}$, if the determinant of the $k \times k$ square matrix $\left(\left(M_{k}\right)_{i, m}\right)$ with $1 \leq i \leq k$ and $1 \leq m \leq k$ which we denote simply by $M_{k}$ when there is no ambiguity (the matrix elements $\left(M_{k}\right)_{i, m}$ was defined previously for $1 \leq i<k$ and the matrix elements $\left(M_{k}\right)_{k, m}$ can be determined from the definition of sequence $a$ ), is either $\pm 1$ or a common divisor of the numbers $\Delta_{1}\left(M_{k}\right), \Delta_{2}\left(M_{k}\right), \ldots, \Delta_{k}\left(M_{k}\right)$, then we have

$$
\left(a_{k+1}, a_{k+2}, \ldots, a_{2 k}\right)=\left(a_{1}, a_{2}, \ldots, a_{k}\right)=a_{(1,2, \ldots, k)}=a_{1} .
$$
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