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Abstract

Let $(P, \land)$ be a meet-semilattice and let $S = \{x_1, x_2, \ldots, x_n\}$ be a subset of $P$. We say that $S$ is an $A$-set if $A = \{x_i \land x_j \mid x_i \neq x_j\}$ is a chain. For example, chains and $\alpha$-sets (with $A = \{\alpha\}$) are known trivial $A$-sets. The meet matrix $(S)_f$ on $S$ with respect to a function $f : P \to \mathbb{C}$ is defined as $((S)_f)_{ij} = f(x_i \land x_j)$.

We present a recursive structure theorem for meet matrices on $A$-sets and thus obtain a recursive formula for $\det(S)_f$ and for $(S)_f^{-1}$ on $A$-sets. The recursive formulae also yield explicit formulae, e.g. the known determinant formulae and the inverse formulae for join matrices on join-semilattices. Finally, we suggest how our results can be generalized to more complicated cases.

As special cases these results hold also for GCD and LCM matrices and for their unitary analogues GCUD and LCUM matrices.

Key words and phrases: Meet matrix, Join matrix, Determinant, Inverse matrix, $A$-sets, GCD matrix, LCM matrix.

AMS subject classifications: 11C20, 15A09, 15A15.

1 Introduction

Let $(P, \leq) = (P, \land, \lor)$ be a locally finite lattice, let $S = \{x_1, x_2, \ldots, x_n\}$ be a subset of $P$ and let $f : P \to \mathbb{C}$ be a function. The meet matrix $(S)_f$ and the join matrix $[S]_f$ on $S$ with respect to $f$ are defined as $((S)_f)_{ij} = f(x_i \land x_j)$ and $([S]_f)_{ij} = f(x_i \lor x_j)$.

Haukkanen [4] introduced meet matrices $(S)_f$ and obtained formulae for $\det(S)_f$ and $(S)_f^{-1}$ (see also [12] and [13]). Korkee and Haukkanen [9] used incidence functions (see Section 2) in the study of meet matrices. There we obtained new upper and lower bounds for $\det(S)_f$ and a new formula for $(S)_f^{-1}$ on meet-closed sets $S$ (i.e., $x_i, x_j \in S \Rightarrow x_i \land x_j \in S$). In [10] we introduced join matrices and presented formulae for $\det[S]_f$, new upper and lower bounds for $\det[S]_f$ and a new formula for $[S]_f^{-1}$ on join-closed sets $S$ (i.e., $x_i, x_j \in S \Rightarrow$
Define the binary operation $\sqcap$ by

$$S_1 \sqcap S_2 = \{x \sqcap y \mid x \in S_1, y \in S_2, x \neq y\},$$

(2.1)

where $S_1$ and $S_2$ are nonempty subsets of $P$. Let $S$ be a subset of $P$ and let $a \in P$. If $S \sqcap S = \{a\}$, then the set $S$ is said to be an $a$-set.

2 Definitions

Let $(P, \leq) = (P, \land)$ be a meet-semilattice and let $S$ be a nonempty subset of $P$. We say that $S$ is meet-closed if $x \land y \in S$ whenever $x, y \in S$. We say that $S$ is lower-closed if $(x \in S, y \leq x) \Rightarrow y \in S$ holds for every $y \in P$. It is clear that a lower-closed set is always meet-closed but the converse is not true. We review the dual concepts on join-semilattices in Section 4.

The method used requires that we arrange the elements of $S$ analogously to the elements of chain $A$. Thus we give a more applicable definition for $a$-sets and $A$-sets than were seen in Introduction.

Definition 2.1 Define the binary operation $\sqcap$ by

$$S_1 \sqcap S_2 = \{x \land y \mid x \in S_1, y \in S_2, x \neq y\},$$

(2.1)

where $S_1$ and $S_2$ are nonempty subsets of $P$. Let $S$ be a subset of $P$ and let $a \in P$. If $S \sqcap S = \{a\}$, then the set $S$ is said to be an $a$-set.
Definition 2.2 Let $S = \{x_1, x_2, \ldots, x_n\}$ be a subset of $P$ with $x_i < x_j \Rightarrow i < j$ and let $A = \{a_1, a_2, \ldots, a_{n-1}\}$ be a multichain (i.e. a chain where duplicates are allowed) with $a_1 \leq a_2 \leq \cdots \leq a_{n-1}$. The set $S$ is said to be an $A$-set if $\{x_k\} \cap \{x_{k+1}, \ldots, x_n\} = \{a_k\}$ for all $k = 1, 2, \ldots, n-1$.

Note that every chain $S = \{x_1, x_2, \ldots, x_n\}$ is an $A$-set with $A = S \setminus \{x_n\}$ and every $a$-set is always an $A$-set with $A = \{a\}$.

As far as we know, the concept of an $A$-set has not previously been presented in the literature. The concept of an $a$-set is introduced e.g. in [4].

Definition 2.3 Let $f$ be a complex-valued function on $P$. Then the $n \times n$ matrix $(S)f$, where $((S)f)_{ij} = f(x_i \land x_j)$, is called the meet matrix on $S$ with respect to $f$.

In what follows, let $S = \{x_1, x_2, \ldots, x_n\}$ always be a finite subset of $P$ with $x_i < x_j \Rightarrow i < j$. Let also $A = \{a_1, a_2, \ldots, a_m\}$ with $a_i < a_j \Rightarrow i < j$. Note that $S$ has always $n$ distinct elements, but it is possible that the set $A$ is a multiset. Let $f$ be a complex-valued function on $P$.

3 Meet matrices on $A$-sets

3.1 Structure Theorem

Recently Korkee and Haukkanen [11] presented a new method for calculating $\det(S)f$ and $(S)^{-1}$ on those sets $S$ which are not meet-closed (an $A$-set need not be meet-closed). The method may not be sufficiently effective on $A$-sets. Therefore we present a new structure theorem for meet matrices on $A$-sets which supports recursive function calls.

Theorem 3.1 (Structure Theorem) Let $S = \{x_1, x_2, \ldots, x_n\}$ be an $A$-set, where $A = \{a_1, a_2, \ldots, a_{n-1}\}$ is a multichain. Let $f_1, f_2, \ldots, f_n$ denote the functions on $P$ defined by $f_1 = f$ and

$$f_{k+1}(x) = f_k(x) - \frac{f_k(a_k)^2}{f_k(x_k)}\quad (3.1)$$

for $k = 1, 2, \ldots, n-1$. Then

$$(S)f = M^TDM,\quad (3.2)$$

where $D = \text{diag}(f_1(x_1), f_2(x_2), \ldots, f_n(x_n))$ and $M$ is the $n \times n$ upper triangular matrix with 1’s on its main diagonal, and further

$$(M)_{ij} = \frac{f_i(a_j)}{f_i(x_i)}\quad (3.3)$$

for all $i < j$. (Note that $f_1, \ldots, f_n$ exist if and only if $(f_k(x_k) = 0, a_k \neq x_k) \Rightarrow f_k(a_k) = 0$ holds for all $k = 1, 2, \ldots, n-1$. In the case $f_k(a_k) = f_k(x_k) = 0$ we can write e.g. $(M)_{kj} = 0$ for all $k < j$.)
Proof Let $i < j$. Then

\[
(M^TDM)_{ij} = \sum_{k=1}^{n} (M)_{kj}(D)_{kk}(M)_{kj} = f_i(a_i) + \sum_{k=1}^{i-1} \frac{f_k(a_k)^2}{f_k(x_k)} = f_i(a_i) + \sum_{k=1}^{i-1} (f_k(a_i) - f_{k+1}(a_i)) = f_i(a_i) = f(x_i \land x_j).
\]

The case $i = j$ is similar, we only replace every $a_i$ with $x_i$ in (3.4). Since $M^TDM$ is symmetric, we do not need to treat the case $i > j$. 

\section{3.2 Determinant of meet matrix on A-sets}

By Structure Theorem we obtain a new recursive formula for $\det(S_f)$ on $A$-sets.

\begin{theorem}
Let $S = \{x_1, x_2, \ldots, x_n\}$ be an $A$-set, where $A = \{a_1, a_2, \ldots, a_{n-1}\}$ is a multichain. Let $f_1, f_2, \ldots, f_n$ be the functions defined in (3.1). Then

\[
\det(S_f) = f_1(x_1)f_2(x_2)\cdots f_n(x_n).
\]

\end{theorem}

By Theorem 3.2 we obtain a known explicit formula for $\det(S_f)$ on chains presented in [4, Corollary 3] and [13, Corollary 1].

\begin{corollary}
If $S = \{x_1, x_2, \ldots, x_n\}$ is a chain, then

\[
\det(S_f) = f(x_1)\prod_{k=2}^{n} (f(x_k) - f(x_{k-1})).
\]

\end{corollary}

Proof By Theorem 3.2 we have $\det(S_f) = f_1(x_1)f_2(x_2)\cdots f_n(x_n)$, where $f_1 = f$ and $f_{k+1}(x) = f_k(x) - f_k(x) = f(x) - f(x_k)$ for all $k = 1, 2, \ldots, n - 1$. This completes the proof.

By Theorem 3.2 we also obtain a known explicit formula for $\det(S_f)$ on $a$-sets. This formula has been presented (with different notation) in [4, Corollary of Theorem 3] and [11, Corollaries 5.1 and 5.2], and also in [2, Theorem 3] in number-theoretic setting.

Note that the case $f(a) = 0$ is trivial, since then $(S_f) = \text{diag}(f(x_1), f(x_2), \ldots, f(x_n))$ and $\det(S_f) = f(x_1)f(x_2)\cdots f(x_n)$.

\begin{corollary}
Let $S = \{x_1, x_2, \ldots, x_n\}$ be an $a$-set, where $f(a) \neq 0$. If $a \in S$ (i.e. $a = x_1$), then

\[
\det(S_f) = f(a)(f(x_2) - f(a))\cdots (f(x_n) - f(a)).
\]

If $a \notin S$, then

\[
\det(S_f) = \sum_{k=1}^{n} \frac{f(a)(f(x_1) - f(a))\cdots (f(x_n) - f(a))}{f(x_k) - f(a)} + (f(x_1) - f(a))\cdots (f(x_n) - f(a)).
\]

\end{corollary}
Proof Let \( a = x_1 \). After reducing \((S)_f\) by appropriate row operations, we note that (3.7) holds. We prove the case \( a < x_1 \) by induction on \( n \). The claim holds clearly for \( n = 2 \). State the inductive hypothesis that the claim holds for \( n = m \) and consider the \( a \)-set \( S_{m+1} = \{x_1, \ldots, x_m, x_{m+1}\} \). Rename the elements of \( S_{m+1} \) such that \( f(x_1) \neq 0 \) if it is necessary. Since \( S_{m+1} \) is an \( a \)-set, by Theorem 3.2 we have \( \det(S_{m+1})_f = f_1(x_1) f_2(x_2) \cdots f_{m+1}(x_{m+1}) = f(x_1) \det(S_m)_g \), where \( S_m = \{x_2, \ldots, x_{m+1}\} \) and \( g(x) = f(x) - f(a)^2/f(x_1) \) for all \( x \in P \). (Note that the existence of \( f_2, f_3, \ldots, f_{m+1} \) is irrelevant, since \( \det(S_m)_g \) exists anyway.) Now, adapting the inductive hypothesis on \( \det(S_m)_g \) we have

\[
\det(S_{m+1})_f = \sum_{k=2}^{m+1} \frac{f(x_1)g(a)(g(x_k) - g(a)) \cdots (g(x_{m+1}) - g(a))}{g(x_k) - g(a)}

+ (f(x_1) - f(a))(g(x_2) - g(a)) \cdots (g(x_{m+1}) - g(a))

+ f(a)(g(x_2) - g(a)) \cdots (g(x_{m+1}) - g(a)).
\]

(3.9)

Since \( g(x_k) - g(a) = f(x_k) - f(a) \) for all \( k = 2, 3, \ldots, m + 1 \) and further \( f(x_1)g(a) = f(a)(f(x_1) - f(a)) \), by (3.9) we see that the claim holds for \( n = m + 1 \). This completes the proof by induction.

In [2], [4] and [11] the formula (3.8) has been written in the form

\[
\det(S)_f = f(a) (f(x_1) - f(a)) \cdots (f(x_n) - f(a))

\times \left( \frac{1}{f(a)} + \frac{1}{f(x_1) - f(a)} + \cdots + \frac{1}{f(x_n) - f(a)} \right).
\]

(3.10)

Obviously we obtain (3.8) if we expand (3.10). Although the question of the denominators being zeros is irrelevant, we prefer to use the form (3.8).

The formula for \( \det(S)_f \) on \( a \)-sets can also be stated as in the next corollary. The proof is left to the reader as an application of induction and multinomial formulae, see [1]. The Cauchy-Binet formula and the definition of the determinant [7] also yield the same result. Note that there is no need to calculate \( B_{n-1} \) in (3.12).

Corollary 3.3 Let \( S = \{x_1, x_2, \ldots, x_n\} \) be an \( a \)-set, where \( f(a) \neq 0 \). If \( a \in S \) (i.e. \( a = x_1 \)), then

\[
\det(S)_f = \sum_{k=0}^{n} (-1)^{n-k-1} f(a)^{n-k} B_k,
\]

(3.11)

where \( B_0 = 1 \) and \( B_k = \sum_{2 \leq i_1 < \cdots < i_k \leq n} f(x_{i_1}) f(x_{i_2}) \cdots f(x_{i_k}) \) for all \( k = 1, 2, \ldots, n \). If \( a \notin S \), then

\[
\det(S)_f = \sum_{k=0}^{n} (-1)^{n-k-1} (n - k - 1) f(a)^{n-k} B_k,
\]

(3.12)

where \( B_0 = 1 \) and \( B_k = \sum_{1 \leq i_1 < \cdots < i_k \leq n} f(x_{i_1}) f(x_{i_2}) \cdots f(x_{i_k}) \) for all \( k = 1, 2, \ldots, n \).

By Theorem 3.2 it may also be possible to obtain explicit formulae for \( \det(S)_f \) on other specialized \( A \)-sets. However, we next give an example of how to apply our recursive formula.
**Example 3.1** Let \((P, \leq) = (\mathbb{Z}_+, \mid)\) and \(S = \{7, 10, 12, 18\}\). Since \(S\) is an \(A\)-set with the chain \(A = \{1, 2, 6\}\), by (3.1) we have \(f_1 = f\), \(f_2(x) = f_1(x) - f_1(1)^2/f_1(7)\), \(f_3(x) = f_2(x) - f_2(2) f_2(10)\) and \(f_4(x) = f_3(x) - f_3(6)^2/f_3(12)\). Let \(f(x) = x\). Then \(f_1(x) = x\), \(f_2(x) = x - \frac{1}{7}\), \(f_3(x) = x - \frac{34}{69}\), \(f_4(x) = x - \frac{1242}{697}\) and by Theorem 3.2 we have
\[
\det(S)_f = f_1(7) f_2(10) f_3(12) f_4(18) = 7\left(\frac{69}{69}\right)\left(\frac{794}{69}\right)\left(\frac{5004}{397}\right) = 11808.
\]

A corresponding recursive procedure is easy to program with mathematical software that is capable of symbolic calculation. For example, by programming with Mathematica\textsuperscript{TM} system as

\[
S = \{7, 10, 12, 18\}; \quad A = \{1, 2, 6\};
\]
\[
f[1, x_] := x;
\]
\[
f[k_, x_] := f[k - 1, x] - f[k - 1, A[[k - 1]]] f[k - 1, S[[k - 1]]];
\]
\[
detSf = Product[f[k, S[[k]]], \{k, Length[S]\}]
\]

we obtain the answer to our problem and an idea to compute \(\det(S)_f\) on any \(A\)-set and any function \(f\). Note that the given procedure is only a draft and dividing by zero, for example, is not concerned.

### 3.3 Inverse of meet matrix on \(A\)-sets

By Structure Theorem we obtain a new recursive formula for \((S)_f^{-1}\) on \(A\)-sets.

**Theorem 3.3** Let \(S = \{x_1, x_2, \ldots, x_n\}\) be an \(A\)-set, where \(A = \{a_1, a_2, \ldots, a_{n-1}\}\) is a multichain. Let \(f_1, f_2, \ldots, f_n\) be the functions defined in (3.1), where \(f_i(x_i) \neq 0\) for \(i = 1, 2, \ldots, n\). Then \((S)_f\) is invertible and
\[
(S)_f^{-1} = N \Delta N^T, \tag{3.13}
\]
where \(\Delta = \text{diag}(1/f_1(x_1), 1/f_2(x_2), \ldots, 1/f_n(x_n))\) and \(N\) is the \(n \times n\) upper triangular matrix with 1’s on its main diagonal, and further
\[
(N)_{ij} = -\frac{f_i(a_k)}{f_i(x_i)} \prod_{k=i+1}^{j-1} \left(1 - \frac{f_k(a_k)}{f_k(x_k)}\right) \tag{3.14}
\]
for all \(i < j\).

**Proof** By Structure Theorem we have \((S)_f = M^T D M\), where \(M\) is the matrix defined in (3.3) and \(D = \text{diag}(f_1(x_1), f_2(x_2), \ldots, f_n(x_n))\). Therefore \((S)_f^{-1} = N \Delta N^T\), where \(D^{-1} = \text{diag}(1/f_1(x_1), 1/f_2(x_2), \ldots, 1/f_n(x_n))\) and \(M^{-1} = N\) is the \(n \times n\) upper triangular matrix in (3.14).

By Theorem 3.3 we obtain a formula for \((S)_f^{-1}\) on chains. This formula has not previously been presented in the literature but is, however, easy to find by reducing \((S)_f\) through suitable row operations.
Corollary 3.4 Let \( S = \{x_1, x_2, \ldots, x_n\} \) be a chain. Let \( f(x_1) \neq 0 \) and \( f(x_{k+1}) \neq f(x_k) \) for all \( k = 1, 2, \ldots, n-1 \). Then \((S)_f\) is invertible and

\[
((S)^{-1})_{ij} = \begin{cases} 
\frac{1}{f(x_1)} + \sum_{k=2}^{n} \frac{1}{f(x_k) - f(a)} & \text{if } i = j = 1, \\
\frac{1}{f(x_i) - f(a)} & \text{if } 1 < i = j < n, \\
\frac{1}{f(x_i) - f(x_{i-1})} & \text{if } i = j = n, \\
\frac{1}{f(x_i) - f(x_{n-1})} & \text{if } k = i = j - 1 \text{ or } k = j = i - 1 \\
0 & \text{otherwise.}
\end{cases}
\] (3.15)

Proof: Now \( f_1 = f \) and \( f_{k+1}(x) = f_k(x) - f_k(x_k) = f(x) - f(x_k) \) for all \( k = 1, 2, \ldots, n-1 \). Thus by Theorem 3.3 we have \((S)_f^{-1} = N\Delta N^T\), where \( \Delta \) is the diagonal matrix with \( (\Delta)_{ii} = 1/f(x_i) \) and

\[
(\Delta)_{kk} = [f_k(x_k)]^{-1} = [f_{k-1}(x_k) - f_{k-1}(x_{k-1})]^{-1} = [f(x_k) - f(x_{k-1})]^{-1}
\] (3.16)

for \( k = 2, 3, \ldots, n \). Further, by (3.14) \( N \) is the \( n \times n \) upper triangular matrix with 1’s on its main diagonal and

\[
(N)_{ij} = \begin{cases} 
-1 & \text{if } i = j - 1, \\
0 & \text{otherwise}
\end{cases}
\] (3.17)

for \( i < j \). Thus by calculating \( N\Delta N^T \) we obtain (3.15).

By Theorem 3.3 we obtain a known formula for \((S)_f^{-1}\) on \( a \)-sets presented in [11, Corollaries 5.1 and 5.2].

Corollary 3.5 Let \( S = \{x_1, x_2, \ldots, x_n\} \) be an \( a \)-set, where \( f(a) \neq 0 \) and \( f(x_k) \neq f(a) \) for all \( k = 2, \ldots, n \). If \( a \in S \) (i.e. \( a = x_1 \)), then \((S)_f\) is invertible and

\[
((S)^{-1})_{ij} = \begin{cases} 
\frac{1}{f(a)} + \sum_{k=2}^{n} \frac{1}{f(x_k) - f(a)} & \text{if } i = j = 1, \\
\frac{1}{f(x_i) - f(a)} & \text{if } 1 < i = j < n, \\
\frac{1}{f(a) - f(x_k)} & \text{if } 1 = i < j = k \text{ or } 1 = j < i = k, \\
0 & \text{otherwise.}
\end{cases}
\] (3.18)

If \( a \not\in S \) and further \( f(x_1) \neq f(a) \) and \( \frac{1}{f(a)} \neq \sum_{k=1}^{n} \frac{1}{f(x_k) - f(a)} \), then \((S)_f\) is invertible and

\[
((S)_f^{-1})_{ij} = \begin{cases} 
\frac{1}{f(x_i) - f(a)} - \frac{1}{f(x_i) - f(a)} \left( \frac{1}{f(a)} + \sum_{k=1}^{n} \frac{1}{f(x_k) - f(a)} \right)^{-1} & \text{if } i = j, \\
-\frac{1}{f(x_i) - f(a)} \left( \frac{1}{f(a)} + \sum_{k=1}^{n} \frac{1}{f(x_k) - f(a)} \right)^{-1} & \text{if } i \neq j.
\end{cases}
\] (3.19)

Proof: Let \( a = x_1 \). By (3.1) we have \( f_1 = f \), \( f_2(x) = f(x) - f(a) \) and \( f_2 = f_3 = \cdots = f_n \). Since \( f_i(x_i) \neq 0 \) and \( f_i(a_i) = 0 \) for all \( i = 1, \ldots, n \), by Theorem 3.3 we have \((S)_f^{-1} = N\Delta N^T\), where

\[
\Delta = \text{diag}\left( \frac{1}{f(a)}, \frac{1}{f(x_2) - f(a)}, \ldots, \frac{1}{f(x_n) - f(a)} \right)
\] (3.20)

and \( N \) is the upper triangular matrix with 1’s on its main diagonal and

\[
(N)_{ij} = -\frac{f_i(a_i)}{f_i(x_i)} \prod_{k=i+1}^{n-1} \left( 1 - \frac{f_k(a_k)}{f_k(x_k)} \right) = \begin{cases} 
-1 & \text{if } i = 1 \text{ and } j \geq 2, \\
0 & \text{otherwise}
\end{cases}
\] (3.21)
for $i < j$. Thus by calculating $N\Delta N^T$ we obtain (3.18). Let $a \neq x_1$. By adapting (3.18) to the a-set $S' = \{a, x_1, x_2, \ldots, x_n\}$ we have

$$(S')^{-1}_f = \begin{bmatrix} f(a) & e \\ a^T & (S)_f \end{bmatrix}, \quad (S')^{-1}_f = \begin{bmatrix} s & g \\ g^T & H \end{bmatrix},$$

where $e = (f(a), \ldots, f(a))$, $s = 1/f(a) + \sum_{i=1}^n (f(x_i) - f(a))^{-1}$, $g = ((f(a) - f(x_1))^{-1}, \ldots, (f(a) - f(x_n))^{-1})$, and $H = \text{diag}((f(x_1) - f(a))^{-1}, \ldots, (f(x_n) - f(a))^{-1})$. By method used in [11, Theorem 3.3] or [14, Section 2.2] we know that $(S)_f = H - g^T g/s$, which gives (3.19).

Korkee and Haukkanen [9, Theorem 7.1] presented the inverse formula

$$(S)^{-1}_f = \sum_{x_i \leq x_k: x_j \leq x_k} \frac{\mu_S(x_i, x_k)\mu_S(x_j, x_k)}{(f * \mu)(z)}$$

for $(S)^{-1}_f$ on meet-closed sets. Here $*$ is the convolution of incidence functions of $P$, $\zeta$ is the zeta function of $P$, $\mu$ is the inverse of $\zeta$ and $\mu_S = (\zeta_S)^{-1}$, where $\zeta_S$ is the restriction of $\zeta$ on $S \times S$, see [1, p. 138–151]. Since every chain and a-set with $a \in S$ is meet-closed, (3.22) is expected to yield the same result as Corollaries 3.4 and 3.5. This is certainly true, since if we calculate $N^{-1}$ from (3.17) (resp. from (3.21)), we obtain the upper triangular matrix $M = N^{-1}$ with $(M)_{ij} = 1$ whenever $i \leq j$ (resp. $M = N^{-1}$ with $(M)_{ij} = 1$ whenever $i = j$ or $1 = i < j$). In both cases $M = [\zeta_S(x_i, x_j)]$ and thus $N = [\mu_S(x_i, x_j)]$. The denominator in (3.22) and $\Delta$ in (3.16) (resp. $\Delta$ in (3.20)) are also easy to prove equal.

## 4 Join matrices on duals of A-sets

From the perspective of lattice theory the results of meet matrices on meet-semilattices obviously hold for join matrices on join-semilattices. In this section we briefly present these dual results of the results found in earlier sections. We omit the proofs, since they are based on the renumbering of the elements of $S$ backwards, see e.g. [10].

In this section let $(P, \leq) = (P, \lor)$ be a join-semilattice (with $x \leq y \iff x \lor y = y$, see [3]). We say that $S$ is join-closed if $x \lor y \in S$ whenever $x, y \in S$. We say that $S$ is upper-closed if $(x \in S, x \leq y) \Rightarrow y \in S$ holds for every $y \in P$. It is clear that an upper-closed set is always join-closed but the converse does not hold. Since we want to keep the terminology clear, we only give the following definitions.

**Definition 4.1** Define the binary operation $\sqcup$ by

$$S_1 \sqcup S_2 = \{x_1 \lor x_2 \mid x_1 \in S_1, x_2 \in S_2, x_1 \neq x_2\}$$

whenever $S_1$ and $S_2$ are nonempty subsets of $P$.

**Definition 4.2** Let $f$ be a complex-valued function on $P$. Then the $n \times n$ matrix $[S]_f$, where $([S]_f)_{ij} = f(x_i \lor x_j)$, is called the join matrix on $S$ with respect to $f$. 
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Theorem 4.1 (Structure Theorem) Let $S = \{x_1, x_2, \ldots, x_n\}$ be a finite set such that $\{x_1, x_2, \ldots, x_{k-1}\} \cup \{x_k\} = \{a_k\}$ for all $k = 2, 3, \ldots, n$, where $A = \{a_2, a_3, \ldots, a_n\}$ is a multichain. Let $f_1, f_2, \ldots, f_n$ denote the functions on $P$ defined by $f_1 = f$ and

$$f_{k+1}(x) = f_k(x) - f_k(a_{n-k+1})^2/f_k(x_{n-k+1})$$

whenever $k = 1, 2, \ldots, n - 1$. Then

$$[S]_f = M^TDM,$$

where $D = \text{diag}(f_n(x_1), f_{n-1}(x_2), \ldots, f_1(x_n))$ and $M$ is the $n \times n$ lower triangular matrix with 1’s on its main diagonal, and further

$$(M)_{ij} = f_{n-i+1}(a_i)/f_{n-i+1}(x_i)$$

for all $i > j$.

Theorem 4.2 Let $S = \{x_1, x_2, \ldots, x_n\}$ be a set such that $\{x_1, x_2, \ldots, x_{k-1}\} \cup \{x_k\} = \{a_k\}$ for all $k = 2, 3, \ldots, n$, where $A = \{a_2, a_3, \ldots, a_n\}$ is a multichain. Let $f_1, f_2, \ldots, f_n$ be the functions defined in (4.2). Then

$$\det[S]_f = f_n(x_1)f_{n-1}(x_2)\cdots f_1(x_n).$$

Corollary 4.1 [13, Corollary 1] If $S = \{x_1, x_2, \ldots, x_n\}$ is a chain, then

$$\det[S]_f = f(x_n)\prod_{k=2}^n (f(x_{k-1}) - f(x_k)).$$

Corollary 4.2 Let $S = \{x_1, x_2, \ldots, x_n\}$ be a set such that $x_i \lor x_j = a$ whenever $x_i \neq x_j$ and let $f(a) \neq 0$. If $a \in S$ (i.e. $a = x_n$), then

$$\det[S]_f = (f(x_1) - f(a))\cdots (f(x_{n-1}) - f(a))f(a).$$

If $a \notin S$, then

$$\det[S]_f = \sum_{k=1}^n \frac{(f(x_1) - f(a))\cdots (f(x_n) - f(a))f(a)}{f(x_k) - f(a)} + (f(x_1) - f(a))\cdots (f(x_n) - f(a)).$$

Theorem 4.3 Let $S = \{x_1, x_2, \ldots, x_n\}$ be a set such that $\{x_1, x_2, \ldots, x_{k-1}\} \cup \{x_k\} = \{a_k\}$ for all $k = 2, 3, \ldots, n$, where $A = \{a_2, a_3, \ldots, a_n\}$ is a multichain. Let $f_1, f_2, \ldots, f_n$ be the functions defined in (4.2), where $f_{n-i+1}(x_i) \neq 0$ for $i = 1, 2, \ldots, n$. Then $[S]_f$ is invertible and

$$[S]_f^{-1} = N\Delta N^T,$$

where $\Delta = \text{diag}(1/f_n(x_1), 1/f_{n-1}(x_2), \ldots, 1/f_1(x_n))$ and $N$ is the $n \times n$ lower triangular matrix with 1’s on its main diagonal and

$$(N)_{ij} = -\frac{f_{n-i+1}(a_i)}{f_{n-i+1}(x_i)} \prod_{k=j-1}^{i+1} \left(1 - \frac{f_{n-k+1}(a_k)}{f_{n-k+1}(x_k)}\right)$$

for all $i > j$. 
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Corollary 4.3 Let $S = \{x_1, x_2, \ldots, x_n\}$ be a chain. If $f(x_n) \neq 0$ and $f(x_{k-1}) \neq f(x_k)$ for all $k = 2, 3, \ldots, n$, then $[S]_f$ is invertible and

$$([S]_f^{-1})_{ij} = \begin{cases} \frac{1}{f(x_{i})-f(x_{j})}, & \text{if } i = j = 1, \\ \frac{1}{f(x_{i})-f(x_{j+1})} + \frac{1}{f(x_{j})-f(x_{i-1})}, & \text{if } 1 < i = j < n, \\ \frac{1}{f(x_{j})} + \frac{1}{f(x_{j})-f(x_{i})}, & \text{if } i = j = n, \\ \frac{1}{f(x_{i+1})-f(x_{j})}, & \text{if } k = i = j - 1 \text{ or } k = j = i - 1, \\ 0, & \text{otherwise.} \end{cases} \quad (4.11)$$

Corollary 4.4 Let $S = \{x_1, x_2, \ldots, x_n\}$ be a set such that $x_i \neq x_j$ and let $f(a) \neq 0$ and $f(x_k) \neq f(a)$ for all $k = 2, \ldots, n - 1$. If $a \in S$ (i.e. $a = x_n$), then $[S]_f$ is invertible and

$$([S]_f^{-1})_{ij} = \begin{cases} \frac{1}{f(x_{i})-f(a)}, & \text{if } i = j < n, \\ \frac{1}{f(a)} + \sum_{k=1}^{n-1} \frac{1}{f(x_{k})-f(a)}, & \text{if } i = j = n, \\ \frac{1}{f(a)-f(x_{j})}, & \text{if } k = i < j = n \text{ or } k = j < i = n, \\ 0, & \text{otherwise.} \end{cases} \quad (4.12)$$

If $a \notin S$ and further $\frac{1}{f(a)} \neq \sum_{k=1}^{n-1} \frac{1}{f(x_{k})-f(a)}$, then $[S]_f$ is invertible and

$$([S]_f^{-1})_{ij} = \begin{cases} \frac{1}{f(x_{i})-f(a)} - \frac{1}{f(x_{j})-f(a)} \left( \frac{1}{f(a)} + \sum_{k=1}^{n-1} \frac{1}{f(x_{k})-f(a)} \right)^{-1}, & \text{if } i = j, \\ -\frac{1}{f(x_{i})-f(a)} \left( \frac{1}{f(a)} + \sum_{k=1}^{n-1} \frac{1}{f(x_{k})-f(a)} \right)^{-1}, & \text{if } i \neq j. \end{cases} \quad (4.13)$$

5 Further generalizations

In this section let $(P, \leq) = (P, \wedge)$ again be a meet-semilattice and let $S = \{x_1, x_2, \ldots, x_n\}$ be a finite subset of $P$. The original idea of finding $\det(S)_f$ on $A$-sets is based on reducing $(S)_f$ by appropriate row operations (which further leads to Structure Theorem). In the next theorem we show that the idea can be further generalized by replacing the elements $x_1, x_2, \ldots, x_n$ of $S$ with a family $S_1, S_2, \ldots, S_n$ of subsets of $P$.

Theorem 5.1 Let $S = \bigcup_{k=1}^{n} S_k$ be a union of disjoint subsets of $P$ such that there exists $\min S_k = x_k$, and $S_k \cap S_{k+1} = \{a_k\}$ for all $k = 1, 2, \ldots, n - 1$, where $A = \{a_1, a_2, \ldots, a_{n-1}\}$ is a multichain. If the functions $f_1, f_2, \ldots, f_n$ on $P$ defined in (3.1) exists, then

$$\det(S)_f = \det(S_1)_f \cdot \det(S_2)_f \cdot \cdots \cdot \det(S_n)_f. \quad (5.1)$$

(Note that $\{x_1, x_2, \ldots, x_n\}$ is an $A$-set.)

Proof We prove the claim by induction on $n$. Let $n = 2$. After reducing $(S)_f$ by appropriate row operations we have

$$\det(S)_f = \begin{vmatrix} (S_1)_f & B^T \\ B & (S_2)_f \end{vmatrix} = \begin{vmatrix} (S_1)_f & B^T \\ O & (S_2)_f - C \end{vmatrix}. \quad (5.2)$$
where every element of the $k \times m$ matrix $B$ is $f(a_i)$, $O$ being the $k \times m$ zero matrix, and every element of the $k \times k$ matrix $C$ equals $f(a_1)^2 / f(x_1)$. Note that since $x_1 = \min S_1$, the first row of $(S_1)_f$ is $(f(x_1), f(x_1), \ldots, f(x_1))^T$. Thus by (5.2) we have $\det(S)_f = \det((S_1)_f \det((S_2)_f - C))$. Since $f(x_1) \neq 0$, we can define $f_1 = f$ and $f_2(x) = f_1(x) - f_1(a_1)^2 / f_1(x_1)$ for all $x \in P$. Thus $\det(S)_f = \det(S_1)_f \det(S_2)_f$ and the claim is true for $n = 2$. We state the inductive hypothesis that Theorem 5.1 holds for $n = m$. Consider the case $n = m + 1$ and let $T_{m+1} = S_1 \cup S_2 \cup \cdots \cup S_{m+1}$ with the multichain $A = \{a_1, a_2, \ldots, a_m\}$ such that the assumptions of Theorem 5.1 are fulfilled. Since $S_1 \cap T_m = \{a_1\}$, where $T_m = S_2 \cup \cdots \cup S_{m+1}$, by the first step of induction we have $\det(T_{m+1}) = \det(S_1)f_1 \det(T_m)f_2$, where $f_1 = f$ and $f_2(x) = f_1(x) - f_1(a_1)^2 / f_1(x_1)$. Further, since the inductive hypothesis holds for $T_m$ with the multichain $A \setminus \{a_1\}$, then $\det(T_m)f_2 = \det(S_2)f_2 \det(S_3)f_3 \cdots \det(S_{m+1})f_{m+1}$, where $f_{k+1}(x) = f_k(x) - f_k(a_k)^2 / f_k(x_k)$ for all $k = 1, \ldots, m$. Thus the claim holds for $n = m + 1$. This completes the proof by induction.

**Acknowledgement** The author wishes to thank Pentti Haukkanen for his reading of the manuscript and kind comments.

**References**