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ABSTRA CT

It is studied in first place the function s(i) — E E l°gPi k>gp2, where the sum is 
extended for all prime numbers p% such that p™ -j-pj =  t. Are proed formulas (14) and 
(26), which express its value in terms of Chebyshev’s function ip(x).

In this way is obtained formula (38), that gives the asymptotic value of s(t) with 
a new ” singular” series which runs through the zeros of the Zeta function, but that at 
present can not be evaluated in a sufficiently accurate form.

In second place, for the function i/(t) = Y2 E log Pi logPri (with p\ 4- pi =  £), already 
considered by Hardy-Littlewood in ”Partitio Numerorum III” (P.N.III), is proved the 
exact formula

^  +  0 ) + , ( t - 0 )  =

•  where A 2̂  =  second difference;

•  C and C~l are the direct and inverse Laplace transforms;

•  ^(z) =  £ l ° g P  ( ? < * ) •

The circle method applied in P.N.III is equivalent to determine C~] through the 
comlpex inversion formula along a Bromwich contour. But it is evident that is much 
preferable to employ tables of direct and inverse transforms because the functions in
volved are elementary; because is obtained an exact expression for the remainder, and 
because all the calculus is by far more simple.

One arrive thus to the inconditional formula (130), which very closely resembles the 
famous conjecture A of P.N.III.

§!. As is well known, Gold bach *8 problem begins in 1742, in a letter where Chr. 
Goldbach points out to Euler that apparently all even numbers can be represented as 
the sum of two primes.

In this paper, instead of determining the quantity of decompositions 
G(t) =  ]E E 1* where pi  H- p2 =  £» we calculate

«(*) =  $ Z X ^ logPllogP2 (m ^ l > n > * )
P? + P 2 = t

* (0  =  E E log P ilogP2 (m  >  1, n > 1)
Pp+P”=t
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and afterwards the function u(t) :

ho = Y1 Y1 logpi logp2
Pl 4- P2 =  t

According to P.N.III, we have

3( 0  ~  K t ~  p y -
log t

We begin with Ohebyshev’s function:

</>(*) =  5 Z logp =
pm<r n<a;

where p denotes the prune numbers, and A(n) is von Man gold t ’s function:

f A (n )= lo g p  if n =  pm (m  =  1 ,2 ,3 , . . . )
A(n) =  0 in every other case

For the function

A(n) if £ is an integer
n < x

Y ,  A(n) — ^A(s) if £ is not an integer
n< x

we have the following development [1]:

ip(x -p 0) -f-1p(x — 0) 1
2

M i - l ) - m
C(o)

where the p’s denote the infinite imaginary zeros of the Zeta function, being pv 
It is known also that (2):

tp(z -f 0) -F x/)(z — 0) v—> XP . X r-------
— --------------------------- -  =  * -  +

b!<T p

Taking into account formula (3), we form the new function y?(z) :

ip(x -F 0) p- *p(x — 0) \p{x — 1 -F 0) p -1p(x — 1 — 0) 
<P(X) = ------------- o------------ -------------------------o-------------------

(1)

(2)

(3)

(4)

fiii s"rv

(5)

(6)

and find that



A(z) if pr < x < pr +  1 

<p(x) =  ^A(ar) if x = pT

0 in any other case

(7)

with an analogous folmula for <p(t — x).
Next, we define other function f (x)  — (p(x)<p(t — x)  that according to (7) assumes 

the following values:

' o

H?) = <
ii)

. m )

— x) if p™ < x < p™ +  1 
and besides 
p% < t ~  x < 4-1

^ \ ( x )X ( t  — x)  if x — pj1, t — x ~  pj

0 in any other case

If now denote with s(i) to the function

t-i
s (0  =  ]jnA (a:)A (t- *) =  J ^ J ^ lo g ^ t o g p s

1=1 p r + p ?  =  <

(8)

(9)

we arrive to the function g2( 0  already considered by Hardy and Littlewood in P.N.III, 
ref. [3], p.38 in connection with this problem.

Due to (8), we can evaluate s(t) in two different ways:
•  1) In a discrete way, according to (8) ii) is

x —l

•  2) In a continuous way, using (8) i):

/
t - i

I(x)dx

The discret variant finds overwhelming difficulties in the further calculation; in 
change the continuous variant is perfectly accessible and opens a new way essential
ly different from that used Hardy and Littlewood.

In fact, we have that

/
t - i

I(x)dx — 1

t - i

<p{x)<p{t — x)dx ( 12)

(10)

(U)

This can be written also as:



56

KO =  [  <p(x)<p{t
Jo

x)dx (13)

because in the intervals 0 < x <  1 and t — \ < x < t the integrand kanishes.
It is evident at first sight that in (13) we have an integral of convolutory type.
Here again, we have two ways in order to evaluate s(t):
•  1) To replace in (13) the values of y> and ip given by the formulas (6) and (5), and 

perform after the product <p(x)(p(t — x) and the resultant integration.
•  2) To take the Laplace transform of s(t)(= £{$(£)}), and make use of the known 

property of the convolutory integrals:

£{s(i)} =
(14)

The right hand member is evaluated after by means of (6) and (5), and finally s(t) 
is determined through the inverse transform.

§2. We give here a brief sketch of the first variant. One has;

s(t) f L i ! v~'s x,p ~~ ix ~   ̂K / x /\— \ / 1 u

J<  h |< T  P  1  X
(15)

h \ < ?

(t — x )p — (t — x — 1 )p t — X
+  - x ) )  +  ------ - j ) } ^

P ‘ { t - x )

After some manipulation, this reduces to:

/
t—l  f t — 1 |  /»t—1

D\dx  +  J  DiD^dx  +  o (l)  -j- o( —) j  x \ / \ o ^ x d x —

/
t - i  |  f t - 1

A ° ( ( - _ 2, ^ dx +  j i lh o (-\/\o %  z)dz+

+ ° { f i )  ^  o { i( l  -  x )v /lo g 2 .Iog(l -  x)}dx + o{

where

But
hf<T

xp - ( x -  \ y
p n 2 = Z

h\< T

T( t  -  x)2 

{ t - x ) p - ( t - x -  1)'

rt_1 _ fp+1 __ (i __ j
/  D\dx  =  — —-—1——-----  =  o{t? log2 t) for every T

J i p{p + ] ) (16)

n M  = Y Y  ^ P l ± h f l ± A  A V *»+»+! +  r{ t ,T)  
! i  P i  P'2 (17)
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where B ( x , ?/) is the Beta function of Euler;

and

+ 1 _  ^Pi+P3+1 _  2(t — -f (t — 2)pi+p2 + l
=  second difference of £pt+p24'1

fpx+pz+l f l f t  1
( i , T ) =  2 -  V -  t )w -  (1 -  S/)” } ^

) nT^, p\pl Jo ti-ri |< T |73|< T

The modulus of the integral is smaller than

'!/*/ ' i / t  /‘l / i

/  / ( l  -  y)rfdy < 2 /  y*dy 
Jo Jo (i? +  i)t t*+3

Hence:
1 _________ fp t  +  P3 1

r(t.'r ) < ° (1)} =  T£°(i l°g2i )2 =  o(t*log4t)
-t<T-i<T

(18)

Further, we have

e t - 1 t-1 tf+e
D io { - — —̂ ^ ) d x  | < c0 f

(f. -  z )2

/ „
JO

1 / + .

(< -  z );
-r£:c <

( i - y ) -

The other terms in (35) tend to zero as T  —*■ oo ; hence we deduce:

s(t) =  t + o(t* tog4 o + E  E fl(pi + I,p2+I) A2) ^ ,+" +i
Pi P2 PIP2

(19)

(20)

if the double series is convergent. This question is to be discussed in 
paragraph 6 later. (In the preceding lines $ — sup /?„; pu — fiv T t7„. )

§3. The second method, using formula (14), is nothing but a scholar exercise involv
ing the Laplace transforms.

in order to simplifay operations, we begin by writting (5) as:

f ( x )  =
ip( x + 0 )  +  xp(x — 0) 
~ ~  2 ~ (23)

with e arbitrarily small. 
Then we have:

C{<p{x)} =  £ { / ( * ) }  =  C{ f ( x  -  1)}
(22)

But
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/oo poo

« ' " / ( *  -  1 )dx =  /  e - ^ f ( y ) d y

P CO

=  C -  /  =  e - £ { / ( * ) }
Jo

From here, replacing in (22) we obtain:

£{<p(z)} =  (1 -  e_ ’ )£ {/(a ;)}

(23)

(24)

Now, f ( x )  and ip(x) differ between themselves by a null function; hence their Laplace 
transforms are the same, and we can put:

C{<p(x)\ -(1 -  e ’)£ {
(25)

Replacing this value in (14) we derive the fundamental equation:

£{»(<)} =  ( i  -  e - s)2C2{ i>{x)}
(26)

Due to the fact that s(i) is a discontinuous functions with jumps of the first class, 
we deduce:

s(t -f 0) +  s(t — 0)
^ { ( l -  e - ) 2C2{ ^ ) } } (27)

But a rule of manipulation of the inverse transform C 1 says that if 

then holds that
A m)/ ( 0  =  C~1{(1 -  e~3)rnF(s)}

and reciprocaUy, where A m) denotes the m-th difference of Fit). 
Applying this property to (27) we obtain finally

*(t +  s{t - 0) =  a ^-c- M ^ m *)}}
Ju (28)

Now it is evident this the Fundamental problem is the calculation of C{\l>{z)}.
§4. Next, we have two ways in order to evaluate £{ip(x)} :
•  a) The most obvious one is to determine this transform through the use of formula

(5) or (21);
•  b) The other alternative is to determine the branch points of C{ip(x)} and after

wards to deduce the value of £'~l by the current methods of complex variable or more 
simple still, by the use of tables.
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§5. We develop in first place the method described in a) above. We have, by (21) 
and the property of lineality of the transform, when applied to a finite sum:

C M P )  =  -  C{ J2- }  +  ^ « £ ( z ‘+1)}
M<T P

= c { x } ~  $ 3 -£ { * ' ,} +  ^ { - c(*,+1)}p  j
h\<r

As is well known:

£{t< X -  T(a + *)
'  „Q!+1

(29)

(30)

so that from (29) follows:

CW X)} E
i7l<T

r(p + i) , i , i
ps P+1 +  r ° ( ^ 2+ (31)

Squaring both sides:

£  1 ^ , 2 ^  s Pi+P%+ 2 +  y 2 ° ( 3 4 + 2 e )

_ J i  Y " * ^  i 1 / 1 \ __ j / 1 3 r (p)
s2 $p+l + T  $4+* T ° s 2+e $p+1

(32)

Taking the inverse transforms of the right hand side (and here again is of application 
(30)), we deduce:

V  l ' ( , ° l ) r ( P 2 )  „ + w + l  1 , 3 + 2 . 1
3! L u 2 ^ V [ p + p +  2) +  7120 1

hn|<Tbtt|<T 1

- 2E
M<t

Hence by (28)

P p)
l'(p +  3)TJ 2+i‘ +  f -  1  £ I ’(P)

T f c TV(P + e + 3) >{t/+,+2)

(33)

s(t + 0) +  s(t -  0)

A 2) - -  v  V  B (p' +  l,P2 + i l  A 2h n+n+l  I
3! P1P2|Tli<?lTi|<r

(34)
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i  y -  ^(/°)
T  ^ r X ( p  +  € + 3)

A 2) o(tp+c+2)

where again B{z>y) is Euler’s Beta function and

A2)i  = i (f3 ~  2<t ~ 1)3 +  i t ~ 2)3) = 1 -  1 (35)

As regards A 2H2+P we have:

A 2)t2+p = t24rp -  2 (t -  l ) 2+p -f (t -  2)2+p
(36)

=  t2+f*.tn  -  2(t -  \ )2+fi(i -  l)*7 + { t ~  2)2+^(t -  2)‘7 =

=  -  2(1 -  i ) 2+/5(t -  1)‘7 +  (1 -  j ) 2+p(t -  2)’7}
£ £

= t2*p a 2) r \ i  +  0( | ) }  =  -  o(i)>

The last step will be proved in paragraph 14 later. It follows that

£
A 2)«3+'> , , v-^ , , ,,, 2 .

- I  < °> I £  — I -  ^  *og 4)
h|<T^ +  2^ P+ M<TP

(37)

Consequently, letting T  —+ oo in (34) we get:

s(i +  0) +  s(t -  0) _  (38)
2

t -  1 +  o(i" tog2t) +  V  y - t f (P' + 1 .^  +  1) A 2) 4, 1+«  + l

which looks very similar to (20), but that however does not keep complete coincidence.
The reason is the following: we have treated the variable t as if it where continuous. 

But this is not the case, as t is always an integer number. Hence, the inverse transform 
of (30), which currently is writen as

c - ' {
F(o! +  1) ,  _  ,,

J -  1 (39)

must be written in our case

/ . - i f  r (<*+ P i 
t i

(t +  0)a +  (t -  0)* 
2 (40)

When this value is placed at the right hand side of (38) in place of ta everywhere, we 
can then equate the terms with (t -f 0) and (t — 0) in both members in order to obtain:



(41)s(t) =  t +  o{ t* log21) + Z E H-Pl + i ' - 2 + i }  A 2) t" +« +I
Pi Pi

P lP 2

that is exactly (20), apart from an irrelevant exponent in the log term. 
§6. Convergence of the double series
The asymptotic formula for | r(cr -f it) | (for large values of t) is

j r(<7 -f it) | ~  \Z2tt | t e 4 (42)

Hence we have:

B(p\  +  1 1 P'2 +  1 )
P i P 2

r(pi)r{p2)
r(p i +  p2 +  2 )

\ / 27r<
T 1 ,yi i 1  h z  I | T I 71 +  72 1 | 7] |A-i/3j j2 [A-1/2

% At Zt JU •— -■ ----------- ------—
| 73 +12 |ft+ft+3/2

(43)

which is valid unless 71 =  —72-
Now, actually, this case occurs, as the zeros of the Zeta function appear in conjugate 

pairs p> p. Let us calculate the influence of these pairs:

rw
p P

L(A T $2 T- 2) < E e~ ^  = °o)
'U

hence its influence is negligible.
The exponential term in (43) always appears, unless that

I 7i I +  ! J2 I =  I 7i +  72 !
(44)

As obviously we have the bound

£ 2)^ + «  + l _  <^2l?+1)

for every pi and p2> it is evident that the sum

y '  y '  r (p i)r (p2,) A 2)
Z s  r (p x -f p2 -f 2)

when extended to those values for which | 71 | -f | 72 i /— | 7i ~f 72 | is formed by 
exponential terms that are quickly convergent and presumibly small.

Hence the dominant terms are those for which (44) holds. In order that (44) hold, 
we must have 71 > 0, 72 > 0 or 71 <  0, 71 < 0 .

Hence the terms with negative 7*8 duplicate the terms with positive 7 ’s, and it is 
sufficient to analyze this last case.

Under this assumption, from (43) flows:
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£ £ i
hri|<?baKT

r (p i)r (P2)
r(p i +- P2 +  2 ) £ £

Hnl<'JV«l<J’

1/2

(Ti +  72)ft+ft+3/2 (45)

Taking into account that 7  =  o(n1-c) and using Cauchy’s criterion for the majoration 
of series by means of integrals, we deduce that this series has the same order of magnitude 
than

f Tu (fc  - l / 2 X l - e ) v ( f t - l / 2 X l - « )

(u1- + « 1-« )A + * + ^17
Performing the substitutions u1_e =  and v l e = y this transforms to:

»Te+ 1 /.T r+1 (Pi —1 /2 } (— - )  (P2 - I / 2X -  T ■■). , 2
/  a: 1 “  e  ( 1  —

/  / 'C3 %/ C4

This is smaller than

( *  + y ) P l + & + 3 / 2 ■dxdy

T,+i rT'+* (^ _ 1/2),,(#-1/2)2*1 ■'r* a:

»/ C3 t/C4

ST
(ar  + -  + & + 3 /2

dxdy (46)

Now

1r xai

to 0  +  y)5 
and on the same grounds

»T

y«i

( / ’ +  y) 1 (o' -f 1 — «5) ( r«f [4] )

J 0

ylX‘i rp<X\

77dV
rp ° ‘l J>£V2

0̂ CF +  y)* L( « +  1 -  $)

so that (46) is asymptotically equal to

y (< * l + < *3  ) ( e + l ) —£4-1

(2 r y - i(a2 - « ) ( « ,  + 1  -  <5)

2̂  1(ar2 ~  <$)(<*i -f 1 — 6)

As a*! =  /ft — 1/2  and of2 =  /ft — 1/2 and 5 =  f t  +  +  3 /2  the preceding expression
has the value

o ( 7 ^ e + 1 ^ J + P * - i ) - ( P i  + P 2 + V 2} )  — 0 £ j ,- 1/ 2+ e( P i + p 2 - i ) ^  — 0 ^ T ~ 1 2̂+ ex )

Hence the series (45) is convergent as T  —► 00, indepedently of the /£s.
§7. The problem of the order of magnitude of our singular series is by far much 

difficult, because the value of A 2^ ,p|+P3+1 depends on the relative value of t with respect
1.0 \ P l+  p2 |.

As stated above, we have the trivial approximation

&2)tPi+P2+l _  0^2tf+lj
(47)

for every pi and p2-
Furthermore, due to the fact that

£2)fP\+pi+l __ + 1 __ ^  _  jy il+ p a + lj^  _
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we have

/ '
J t - 1

n p\ +P1

p i  +  P2 +  1
■du

I

" t - 1 UP\ +P2

2 P i  +  P2 +  1

I A 2)̂ ,+P3+l I <
t2* t'u  tM

Cl - H 0 2 ------- - <  C 3 ------- ;--------
7i +  72 7i +  72 7i +  72 (48)

valid also for every pi and p 2  .

Finally, in paragraph 14, later, we shall deduce that

A V > + « + i _  C<(71 +  y ^ - n ^ n )
(49)

if I -ft +  -ft I <  ■
Now, if conjecture A of P.N.III is correct, we should have the bounds:

t < s(t) < e7£.loglog^
(50)

It seems difficult to obtain so sharp approximations using the preceding considera
tions,

§8. We return now to the considerations of paragraph 4 b). Now we should find the 
branch points of C{ip{x)} But it happens that it is much easy to determine those of the 
function C{${x)} where logp and p <  x , that is a function closely related to
4>(x). (We have the known relation :

ip(x) =  3(x) +  d(y/x) -+■ #(\ fx)  +  *
(51)

between them.) 
Now holds that

d(x + 0) +  t?(x -  0)

We form after:

$(*) =

(  E l o g p i f  x

1 p<x

-  |  l o g  XJ  Z > g p - i f  X -  V

V P<x

0 )  t ? ( z  - 1 -f - 0 )  -f- i9(x  - 1  -

(52)

(53)

and find that
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log x if p <  .r <  p -f- I 

4>(x) “  \  ^ log sc if x — p

0 in any other case

with an analoguous formula for — x) 
We define again

I*(x) — $(z)4>(£ — x)

and deduce that

r ( x )  =  <

0 log x. log(t — x) if pi < x < pi -f 1 
and besides
p2 < t — X < p2 +  1

it)  ̂log x log(i -  x) if X = Ply t — x —

Hi) 0 in any other case

Denoting now (with Hardy-Littlewood) with v(t) to the function

"(o =  ] C logpi logP2
p i + P2 - 1

we can evaluate it as an integral by nse of (55) i):

i/(t) =  J I*(x)dx = j <&(z)4‘(t — x)dx

(54)

(55)

(56)

(57)

(58)

In fact, both 4>( x) and 4*( t — x)  are discontinuous functions with horizontal steps of 
lenght unity, and the same property has then l*(z). Hence the value of v(t)  is the sum 
of the areas below the steps of /*(*).

From (57) follows:
C { v ( t ) }  =  £ 2 { $ ( x ) }

But (as in (24)) due to (52) we deduce that

£{«>(*)} =  0  -  e - ')£ { tf (* )} (59)

or, what is the some tiling:



*
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C{v(i)}  =  (1 -  e - J ^ M * ) }
(60)

Hence:

ujt +  0) +  „{t -  0) =  £ _ 1{(1
-  e - ) 2£ 2{ ^ ) } } (61)

For the sake of simplicity, let us denote the left hand side as:

v*(t) =
u(t T 0) +  v(t — 0) 

2 (62)

§9, We axe going now to prove that

£{*%)} = ~ 5 Zl°g pe~P*
p

(63)

in fact, we have that

£ _1 i ~ Y 2  |os  log p C ~ l  ̂  ~ 7 ~ )
v  p

due to the uniform convergence of the left hand series for <r =  Re($) > 0. 
But

C-1{ — } = U ( x - p )
s (64)

where U(x — p) is Heaviside’s unitary function:

U ( x - if x < p
if x > p (65)

Is evident, then that

c ~ l  { ■■ Y2 {°%pe~ps} = X )ogp ~
p p<X.

for non integral z, from which follows (63)
In change, the corresponding formula for ip(x) (that we shall not use) is:

£{./>(*)} =  ~ 5 > g p { e ~ ,p +  +  e~’p* +  • • •}
P

§10. The function that appears at the right hand side of (63) has the line 5 =  a — 0 
as a natulal boundary.
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According to formula (213) of ref.[5] (with an excessively short explanation) we have 
that

£ l o g p .* '  -  </v>0) <  < W +1/4+‘
p >  2 (66)

n when are considered all the Farey fractions h with 0 < q < y/ri and o <  £  <  1 ” and
H

it is assumed that | x | =  e“ A.
In the preceding formula, p denotes a prime number, t? is the upper hmit of the real 

part of the zeros of the L - functions, p is a primitive root of unity:

p =  eM / q  with 0 <
h

q
<  1 and (hy q) =  1

(67)

and

^ - E E a - . - E E ^
9 P

E E ;
m(?)

(h,5) =  1

Here cp(q) is Euler’s function: qiiantity of numbers < q  and relatively prime with g, 
and p(q) is Moebius’s function.

Then formula (66), when written explicitly and developed is

[A]
M?)

p > 2 -  x e ~ 2" A h )

+  Ani>+l̂ (68)

where (h,q) =  1.
The first sum sign denotes that is performed the Farey disection of orden [\/™]> &ud 

the second summation is extended to all the g-th primitive roots of unity.
All this can be confirmed consulting the original paper (ref. [3], p.19-23).
Putting in (68) x = e~* (from which follows a =  Re(s) = ^  ). we obtain:

y > g  p.e ps
V>2

E En = 1 h —n
_______ f4 v)_______ +  An',+i/i (69)

(We shall not write in what follows the condition =  1 in the second sum by
typography cal case, but must be assumed in every case).

We separate now in the right hand side the terms with h — 0 and h — q. We have 
then:
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M3

E * o g p - ^ = E
p>2 - ^ ( 9) ( l - e  J) + (TO)

£\Ẑ3 4-1

+ E E
4 ? ) +  An*+'lt+e

Here we must represent the denominators in the vicinity of s — ~2ixihjq. 
From the known expansion

1 1 1 B2 # 3 2
-}------l~ —~ x ----- - x 2 -f

1 -  e~x x 2 2! 3! (71)

where the B v are the Bernoulli numbers, and j x | <  2tt , we deduce:

1 1 1 B 2 , ., , v
+  -  +  -rr(s -f- 2mh/q)  +  • •1 _  e -{>+ 2m hfq )  s _J_ Z n i h j q  2 2! (72)

This is a convergent series for those values of s such that

| 5 4- 27Tih/q | <  27r

As ^ <  1 , always there are values of 5 with this property and such that Re(s) — o — —,
In fact must hold:

that is to say

from which follows

| — f- 27cih/q | <  2tr
n

_ l  ( g - i ) 2+ 4tt-=- < 47t or — -f 47r~—rj---- < 47r
rr qz n q~
1 /i2

n
1 w 2 1 , ,  2 8tt
i  <  4 * ( - ~  3 ) <  4irr  <q q- q [,/n]

that actually holds true.
Then from (72) we deduce

I \  +  7^(« +  2itih/q) -  ^ ( s  +  2-wih/qf + ■ ■ ■ | <  M (73)

because the series is convergent, and we can write

1 1
1 _  eH>+2wihfq) s +  2nih/q +  M!

(74)

Replacing in (70) we obtain:
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J j o g p .e  =
2^(q)

p >  2 rj 9 ^ )0  - *  *)
+ An*+l/4+e+ (75)

But

h R  9“ 1 /  \  [v^ l 9 - 1  /  •,
i W  w )  y -  y ^ w ) M

p (<i)(! +  2*ik/ (i) ~rj;—jvH?)

’ ' i M  i < ^  ~ *) 
‘p('j) p(q)E :

6 = 3

< eTlog log (76)

80 that

[\A] 9-1 / \ [>Al
E E 3 > i < E  e7 log log q < A1 log log n
<f~-i h=i </=i

(77)

Hence the last term of (75) can be included in the term An'9+lf i+e. 
Summaryzing, (69) can be replaced by (75), and this by

[v̂ i
^ lo g p .e  = ^ 2̂V?(?)(l - e ~ ‘)

p(q)

+ Ari,+lh+’ + (78)

[sAl 9-1

+  ^ S ' c’(?)(s +  2 nih/q)

In the circle method n is the number whose decomposition in sum of primes is sought. 
In our method, it is a parameter whose value we shall choos at the end of the calculation. 

Finally, due to (63), we deduce:

1 1 n t f + l /4 + e
£{<?(*)} =  -7T------- ? F ( n )  + A------------s \ 1 — e 3) s (79)

h/KJ 9 —1

+ i~T v(q)s(s + 2,n V«)

with

[v  ̂,
F(n) = y ' l f M < A i l  

tr[  i°s n
(80)

as will be shown in paragraph 24.

(to be continued)


